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Abstract. Predictive modelling of fracture in materials is critical for understanding progressive failure
at the material or structure scale. Traditional fracture modeling techniques often require laborious
algorithms to track propagating cracks. Conversely, the phase field method has been established as
an appealing alternative, mainly due to its favorable implementational features. Yet, criticism to
the phase field method involves its ability to accurately resolve crack nucleation and its associated
computational costs. In this work, we integrate adaptive quadtree meshing with the Virtual Element
Method with the objective of significantly reducing the computational costs of phase field simulations.
Quadtree meshing is a hierarchical grid-based technique used for adaptive mesh refinement in 2D
simulations. Using the VEM, hanging nodes in the quadtree decomposition are naturally treated
and a conforming mesh is always established in contrast to conventional methods. This optimizes
computational resources by refining the mesh locally, improving accuracy in complex regions while
maintaining coarser elements elsewhere. Different adaptivity criteria are explored and benchmarks
pertaining to mode I and mode II brittle fracture are examined in terms of accuracy and efficiency
when compared to the standard finite element method.

1 INTRODUCTION

Over the past decade, phase field models
(PFMs) for fracture have made significant ad-
vancements and have been successfully vali-
dated in addressing a wide range of complex
damage and fracture issues in both brittle and
ductile materials. PFMs, a type of variational
fracture model, emerged in the mechanics field
from the linear elastic principle introduced by
Francfort and Marigo [6]. This principle as-
serts that the actual crack path minimizes the to-
tal potential energy, effectively overcoming the
limitations of Griffith’s energy theory, which re-
quired the presence of a pre-existing crack with
a clearly defined path.

PFM emerged from the pioneering work of

[6] who proposed a variational theory of frac-
ture based on energy minimization principles.
[5] provided a regularised formulation by in-
troducing a length scale parameter that ren-
dered the approach more suitable for numerical
approximations. The variational formulation
was further modified and extended to multi-
dimensional mixed-mode dynamic brittle frac-
tures [12, 17] also targeting the response of high
performance composites [9, 19, 21]. The PFM
for brittle fracture has been implemented in the
commercial software Abaqus [20] via a User
Element subroutine by Msekh et al. [18], which
was later extended by Liu et al. [15]. Li et al.
[14] (see, also, [13]) combined the variational
phase field model of brittle fracture with an ex-
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tended Cahn-Hilliard model [1, 25], and formu-
lated a fourth-order phase field model suitable
resolving crack propagation in anisotropic ma-
terials. Rate-dependent PFM models for mod-
elling fracture in visco-elastic solids [23] have
also been established. The PFM has found ap-
plication in the simulation of fractures in plates
and shells [2, 11, 22], which involve a 3-D
degradation of induced stresses whereas the ele-
ment kinematics and damage are defined at the
mid-surface. Attempts to experimentally vali-
date the method have also been made [see, e.g.,
4].

However, the Phase Field Method often re-
quires fine meshes to capture localized features
such as sharp interfaces or fracture tips, lead-
ing to high computational costs. Adaptive Mesh
Refinement (AMR) offers a way to address this
issue by dynamically refining the mesh where
necessary while maintaining a coarser grid else-
where, thereby reducing computational effort
while preserving accuracy. Some AMR crite-
ria are based directly on the physical character-
istics of the problem being solved, such as En-
ergy based criteria and threshold criteria, see,
e.g, [7, 8, 10].

In this work, we develop a mesh adaptiv-
ity scheme for the Virtual Element Method
leveraging the computational merits of quad-
tree decompositions [24]. The hanging nodes
that arise during adaptivity are naturally treated
within the VEM since the resulting elements are
polygons. To further speed up the process, we
pre-compute state matrices for a family of ele-
ment patterns. Then during the adaptivity pro-
cess, these are scaled according to the ratio of
the area of each element to the corresponding
element from the pre-computed family. Fur-
thermore, a comparison is performed between
the VEM and the Scaled Boundary Finite Ele-
ment method for the case of brittle fracture.

1.1 Phase Field for brittle fracture
In the following derivations, the case of the

elastic domain Ω shown in Fig. 1 is consid-
ered. The domain is subjected to body forces b,
a traction vector t̄ along ∂ΩS and is supported

along ∂Ωb. A sharp crack interface Γc is also
defined.

s

Figure 1: Deformable domain in 2D with sharp
crack discontinuity.

The corresponding equilibrium equations are
readily defined as

Div (σ) + b = 0 (1)

where σ is the stress. The domain is consid-
ered sufficiently supported to prevent rigid body
motion. The phase field method approximates
the line integral of the fracture energy, i.e. the
energy released due to crack opening along the
path Γc with a volume integral over the volume
of the elastic domain Ω according to the follow-
ing expression∫

Γc

Gcdx ≈
∫
Ω

Gc

[
ϕ2

4l0
+ l0

∂ϕ

∂xi

∂ϕ

∂xj

]
dx (2)

where ϕ is the phase field,Gc is the critical frac-
ture energy density and l0 is a length scale. The
evolution of the phase field parameter is further
governed by the differential equation (3) below

βϕ− ∂2ϕ

∂x2i
=

H

Gcl0
(3)

where i = 1, 2, β =
(

H
Gcl0

+ 1
4l20

)
and H is

a history field satisfying the following Kuhn-
Tucker conditions

ψ+
el −H ≤ 0 Ḣ ≥ 0 Ḣ

(
ψ+
el −H

)
= 0

(4)
Equations (4) essentially enforce the irre-
versibility condition of the crack problem when
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no healing mechanisms exist. In equations
(4), ψ+

el denotes the elastic energy density cor-
responding to the positive components of the
strain tensor. This is conveniently evaluated
through a polar decomposition of the stress and
strain tensor. Further information can be found
in Miehe et al. [2]. Within this setting, the elas-
tic energy density is additively decomposed as

ψel = (1− ϕ)2 ψ+
el + ψ−

el (5)

where ψ−
el is the elastic energy corresponding

to the negative part of the stress and strain ten-
sor (see, e.g., [17]). Equation (5) essentially
establishes that (i) decreasing values of ϕ re-
sult in a degrading material response; ϕ = 1
being a limit value where no degradation takes
place and (ii) this degrading behaviour is im-
posed only on the positive part of the energy
density, thus allowing crack propagation due to
tensile stresses only.

Equations (1) and (3) form a coupled sys-
tem of differential equations. Coupling is intro-
duced at the constitutive material level, through
consideration of the effect of the phase field on
the positive elastic density (equation (5)) and
the Kuhn-Tucker conditions introduced in equa-
tion (4). Herein, the coupled system is solved
by reverting to the Virtual Element Method.

2 The Virtual Element Method

The Virtual Element Method has emerged as
a promising discretisation approach that gener-
alizes the standard finite element domain de-
composition to polygonal (or polyhedral in 3D)
elements with any number of edges, also includ-
ing the the case of non-convex elements. In
the case of order 1 VEM, a virtual element el
is defined by its corner vertices i = 1 . . . vel.
The edges are denoted by ej for j = 1, 2, . . .Ne

where Ne is the total number of edges, which is
equal to the total number of vertices. Each edge
ej connects vertices νj and νj+1. The normal
vector to the edge is denoted by ni. A virtual
element comprising 5 nodes is shown in Fig. 2.

Figure 2: A polygonal virtual element with
ne = 5 edges and n = 5 nodes.

2.1 Construction of element state matrices
In the following, only a brief description of

the VEM derivations adopted in this work is
presented with the objective of highlighting key
aspects of the implementation. For the explicit
definitions of all the operators involved, we di-
rect the interested reader to [16]. In our order
1 virtual element implementation the diffusion
term of the phase field stiffness matrix KE

ϕ is
derived as

KE
ϕ ≈ KE

ϕ,c + KE
ϕ,s = |E|BT

ϕBϕ+

+(INe − Π∇
ϕ )

T (INe − Π∇
ϕ )
, (6)

where KE
ϕ,c and KE

ϕ,s are the consistency and sta-
bility term, respectively, E is the element area,
Bϕ is the gradient operator defined in Eq. (7)

Bϕ =
1

2E
(|eNe|nNe + |e1|n1) , (|e1|n1 + |e2|n2) ,

... (|env−1|nnv−1 + |eNe|nNe) , (7)

INe is the identity matrix, and Π∇
ϕ is the second

elliptic projection operator see also [16]. The
mass term of the phase field stiffness matrix as-
sumes the following form

ME = |E|β(Π0
ϕ∗)THΠ0

ϕ∗ , (8)

where β is defined in Eq. (3), Π0
ϕ∗ is the first

elliptic projection operator defined in Eq. (9),

Π∇
ϕ∗ = Π0

ϕ∗ =

{
1
nv
[Is − [xs, ys]Bϕ]

Bϕ

}
(9)

and
H = pϕ(xc, yc)

Tpϕ(xc, yc) (10)
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collects the monomials, pϕ = [1, x, y], of the
mapping evaluated at the centroid of the ele-
ment.

The equivalent load vector is evaluated as

Fϕ =

∫
E

[pϕ(x)Π
0
ϕ]

Tfϕ(x)dV. (11)

with load term

fϕ(x) =
H

Gclo
(12)

The displacement stiffness matrix KE
u is es-

tablished in a similar fashion, i.e.,

KE
u ≈ KE

u,c + KE
u,s = |E|B̄T

uCB̄u+

+(I2Ne − Π∇
ϕ )

TSe(I2Ne − Π∇
ϕ ),

(13)

where the gradient operator B̄u is a 3× 2Ne de-
fined as

B̄u =
2∑

α=1

[Bϕ]α ⊗Nα. (14)

the term [Bϕ]α corresponds to the αth row of Bϕ

and N1, N2 assume the following form

N1 =

1 0
0 0
0 1

 N2 =

0 0
0 1
1 0

. (15)

Finally, the term Se in the definition of the
stability part in Eq. (13) is defined as, i.e.,

Se = max(I2Ne , I2Ne ⊙ (12Ne ⊗βdiag(KE
u,c))),

(16)
where β is a scaling parameter. All numeri-
cal tests in this work have been performed with
β = 0.4.

2.2 Virtual elements over quad-trees
Quadtree decomposition is a commonly used

method for generating structured meshes in two
dimensions, particularly for problems that re-
quire localized refinement. This approach en-
sures a smooth transition from a coarse mesh
to a finer one while preserving accuracy. Re-
finement is performed by recursively dividing
a rectangular domain (level 1) into four equal

quadrants (level 2), creating a hierarchical mesh
structure that leads to progressively finer resolu-
tion. In each level of decomposition of the do-
main, new nodes that come up are called hang-
ing nodes, so the elements with the additional
ones can be treated as polygons. This is a huge
advantage of the virtual element method.

The element matrices of the master cells are
computed and pre-stored in a library. Before
the analysis starts, the displacement field, phase
field and history variable are set to u0, ϕ0, and
H+

0 , respectively. These variables then, are cal-
culated in every step of the simulation. The his-
tory variable is calculated based on the strain
distribution.

Figure 3: Refinement process using the
Quadtree decomposition

With the evolution of the crack, the demand
for memory space is increasing in order to store
element matrices. Based on the fact that all
state matrices are proportional to the area of
the element, in this work, we pre-compute them
for a family of quadtree elements. These pat-
terns of quadtrees include different types of ar-
rangements of the hanging nodes in an element.
Then, the calculation for elements of different
sizes that emerge during mesh adaptivity are
evaluated by scaling can be done by scaling the
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matrices of the ’parent’ cell.

Figure 4: Different patterns of master cells.

2.3 Adaptive Refinement criteria
The adamptive mesh refinement strategy em-

ployed is based on a dual criterion. At a first
level, elements are marked for refinement if
their phase field exceeds a threshold value. This
threshold is set at 0.6 in this work. At a second
level, elements are filtered based on their his-
tory variable defined in Eq. (4).

This ensures that the phase field ϕ evolves
according to the actual crack driving force. Fol-
lowing closely the methodology proposed in
[26], in this work the elements are refined based
on the maximum value of the history variable
hmax, i.e, whenever the following relation holds

α =

|h+|
Ae∑nv

i=1

h+

Ae

nv

≥ 3Gc

8lo
, (17)

where α corresponds to an energy density mea-
sure and nv is the total number of elements in
the current mesh. This condition is evaluated in
each incremental step. To avoid over-refining
the domain the refinement process terminates as
soon as the element size equal half the length
scale lo.

3 Applications
In this section, we evaluate the newly devel-

oped adaptive refinement criteria for the phase-
field method (PFM) by applying it to three stan-
dard benchmark problems. The results obtained

using the proposed approach are compared with
those reported in the literature for uniform re-
finement. For all numerical examples, a state of
plane strain is assumed. In all cases, a coarse el-
ement discretization is initially considered and
a structured quad-tree mesh is generated around
the crack. All analyses were performed using an
in-house Matlab code and were run on a laptop
fitted with an M2 processor and 8GB of RAM.

3.1 Tension test

Figure 5: Geometry and boundary conditions of
the tension test specimen

The case of a rectangular plate under tension
is considered. The geometry and boundary con-
ditions of the specimen are shown in Fig. 5. The
bottom edge of the specimen is constrained and
the top edge is loaded with uniform displace-
ment ∆u = 1×10−6 along the y-direction, sim-
ulating mode-I fracture. The material parame-
ters are E = 210kN/mm2, ν = 0.3, the length
scale parameter lo = 0.0075mm and fracture
energy density Gc = 0.0027kN/mm2. Plane
strain conditions are considered. The total dis-
placement applied in the top edge of the speci-
men until failure is umax = 0.0063mm in 6300
time steps.

The obtained results (VEM and SBFEM) are
compared with the Scale Boundary Finite Ele-
ment Method (SBFEM) with adaptive mesh re-
finement and Virtual Element Method with fine
mesh including elements of size lo = 0.02mm.
The load displacement curve for all methods is
presented in Fig. 6 and shows a critical load
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before failure Pcr = 0.688kN and a maximum
displacement of ucr = 0.00562mm for VEM
with adaptive mesh.

Figure 6: Tension test: Force displacement
plots.

All methods seem to perform in a similar
manner, but adaptive models tend to have al-
most identical values for the critical parameters.
The deviation between the adaptive SBFEM
and VEM cases is 0.7% for the critical force,
while the maximum deviation is 1.45% for crit-
ical force and 3.77% for displacement. All re-
sults are presented in Table 1.

In Figs. 7 and 8, the adaptive mesh and
the phase field at the ultimate displacement are
shown, respectively, for the case of VEM. To-
tal amount of time for VEM and SBFEM is 180
and 170 minutes respectively.

Figure 7: Tension test: Adaptively refined mesh
at the final step of the VEM analysis.

Figure 8: Tension test Phase field at the final
step of the adaptive VEM analysis.

Table 1: Tension test: Comparison of key out-
put parameters.

Method ucr(mm) Fcr(kN)
VEM 0.00552 0.690
SBFEM 0.00551 0.681
Uniform Mesh 0.00559 0.662
Maximum Deviation(%) 1.450 4.000

3.2 Shear test
The example of pure shear has been also in-

vestigated in many papers from the literature,
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see, e.g., [3, 17]. The geometry and boundary
conditions are shown in Fig. 9. The displace-
ment increment ∆u = 10−5mm is applied at the
top edge along the x-direction. The length scale
parameter lo is 0.0075mm. As maximum dis-
placement Umax, we consider 0.02mm, to per-
form the simulation in 2000 steps.

Figure 9: Shear test: Geometry and boundary
conditions.

Compared to the tension test, higher devia-
tions are observed in this case, although these
are still lower than 5%. More specifically,
the critical displacement is 0.0104mm for the
adaptive VEM and 0.00995mm for the uniform
mesh, which again results in a more conserva-
tive estimate. The deviation between the VEM
and the SBFEM is practically negligible.

Both the adaptive VEM and SBFEM result
in an identical crack path. The computational
time for ∆u = 10−5mm was 31 minutes and
the number of elements in the simulation was
4613 elements.

Figure 10: Shear test: Force displacement plots.

Figure 11: Shear test: adaptive mesh at the ulti-
mate displacement for the VEM.

Figure 12: Shear test; Phase field at the final
step of the adaptive VEM analysis.
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Table 2: Shear test: Comparison of key output
parameters.

Method ucr(mm) Fcr(kN)
VEM 0.01040 0.477
SBFEM 0.01020 0.466
Uniform Mesh 0.00995 0.458
Maximum Deviation(%) 4.300 3.900

3.3 L shaped panel test

Figure 13: Geometry and boundary conditions
for the concrete L shaped panel test

This case has also been extensively exam-
ined in the literature, see, e.g., [3] and involves
a concrete L-shaped panel subjected to shear
loading. The material parameters are E =
25.85kN/mm2, ν = 0.18. The simulation is
carried out for lo = 1mm, 2.5mm, 5mm and
7.5mm. The energy density of the fracture is
Gc = 8.9×10−5kN/mm2. The displacement is
controlled at the bottom node of the right edge
of the panel as shown in Fig. 13 with an incre-
ment of ∆u = 1e−3mm. Maximum displace-
ment Umax is 0.9mm and performed in 900 in-
cremental steps. The imposed displacement is
reversed at 0.3mm until the value of -0.2mm
when a follow-up reversal is performed.

It is important to highlight the fact that upon
reversal for the first time, the crack phase is un-
der compression and therefore the crack arrests.
One should hence anticipate that the adaptive
mesh refinement procedure will also pause.

Figure 14: Load-displacement curve and com-
parison to the literature.

Figure 15: L-panel test; Phase field at the final
step of the adaptive VEM analysis.

In Figs. 15 and 16, the phase field at the fi-
nal step of the analysis and the corresponding
adaptive mesh are shown.
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Figure 16: Adaptive Mesh Refinement

Figure 17: Effect of the length scale parameter
Lo in the simulation.

In Fig. 17, the effect of the length scale is
shown. Higher values of lo result in a broader
zone on which the crack diffuses and hence a
lower estimate for the peak load of the speci-
men.

4 CONCLUSIONS
This study aims to explore the benefits of the

Phase Field modeling of fracture, when com-
bined with the Virtual Element Method and
the newly developed adaptive mesh refinement
(AMR) method to study brittle fracture in mate-
rials. The AMR method uses Quadtree decom-
position of the elements in order to create a path
that has a fine mesh to track each crack. This
reduces drastically the amount of time needed

for simulations and also does not need the same
amount of space as other techniques. The Vir-
tual Element Method has the advantage of treat-
ing hanging nodes that appear during the sim-
ulation as polygons, making the method more
versatile to combine with others. The combina-
tion of the two methods makes the code more
efficient and flexible with different types of ele-
ments. The performance of the proposed frame-
work is validated by several benchmark prob-
lems on different choices of mesh.
Future work would be to explore the possi-
bility of simulating dynamic fracture with the
proposed framework. Also, the reduction of
the computational effort is important, hence the
adaptive refinement can be more precise in or-
der to achieve that.
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