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Abstract. Heterogeneity of concrete originates in the production process, which consists of bonding
aggregates together with a matrix of a binder. The presented meso-scale model can provide the much
valuable information about the fracture process at the level of aggregate to cement matrix bond. It
therefore aims to describe one of key properties of concrete that is the strain-softening behaviour as
a response to mechanical loading. The detail of stress analysis is deeper compared to the discrete
models as their description of the inter-particle interaction tends to average out the possibly important
stress concentrations. The presented MFEM modelling approach accepts the higher solution costs,
relying on modern High-Performance Computing (HPC). In return, a detailed description especially
of the stress field and material damage within the material phases and interfaces can be obtained.

1 INTRODUCTION

Concrete is one of the most widely used con-
struction materials worldwide due to its struc-
tural versatility, shape flexibility, and long-
lasting durability. From a mechanical perspec-
tive, concrete is a heterogeneous material, with
its variability originating from the manufactur-
ing process, which involves binding aggregates
with a binder, typically Portland cement. In
classical structural mechanics, however, con-
crete is often treated as a homogeneous mate-
rial with mechanical properties defined by stan-
dards.

Nevertheless, the inherent heterogeneity be-
comes evident at smaller scales, where it cru-
cially affects the initiation of damage. At these
scales, concrete can be characterized as a multi-
phase material, with the number of phases de-
pending on the scale being studied. At the ag-

gregate scale, three phases can be distinguished:
the aggregates, the cement paste, and the air
pores. A fourth phase, representing the bond
between the aggregates and the cement paste,
known as the interfacial transition zone (ITZ),
is also often modeled.

Many approaches have been developed to
model material behavior and established con-
stitutive laws, enabling more accurate predic-
tions of stress and subsequent damage. The
most widely used material models are typi-
cally expressed in tensorial form, based on
classical continuum theory. Examples include
the Concrete Damage Plasticity Model [7], the
Fracture-Plastic Constitutive Model [3], the mi-
croplane models, see e.g. [2], as well as phase-
field models [11]. These models treat materi-
als as homogeneous at the macroscale, without
explicitly accounting for heterogeneity at lower
scales.
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Meso-scale models provide valuable insights 
into the fracture process at this scale between 
the aggregate and the cement matrix. Their 
main goal is to capture one of the concrete’s 
key properties: strain-softening behavior under 
tensile loading. Various discrete numerical 
models, such as Lattice Discrete Particle 
Models (LDPM), see e.g. [4], are used for 
similar pur-poses. However, we note that these 
models dif-fer primarily in their ability to 
pinpoint the mo-ment of damage initiation, as 
their treatment of inter-particle interactions 
tends to average inter-particle stresses - which 
is an approach deliber-ately chosen to reduce 
computational demands. This simplified 
description subsequently asks for remedies on 
the material model part. Fre-quently, it is 
necessary to account for nonlin-earity and 
softening in early loading stages, es-pecially 
when modeling cyclic fatigue.

In contrast, the MFEM approach accepts 
higher solution costs by utilizing modern High-
Performance Computing (HPC). In exchange, it 
provides a detailed description, particularly of 
the stress field and material damage within the 
material phases and interfaces. See an illustra-
tive stress distribution on a grain surface in Fig-
ure 3c. Displayed is the first principal stress, σ1.

2 MODEL ASSEMBLY PROCESS

To model the heterogeneous structure of 
a classical concrete material, we first f ocus on 
the approach to capture the shape and distribu-
tion of the aggregates. Figure 1a shows a typ-
ical concrete mesostructure containing granite 
aggregates surrounded by cement matrix. The 
shape of the aggregates depends on the mate-
rial and origin of the aggregate material. How-
ever, frequently, the aggregates resemble sharp-
sided convex polyhedra (e.g. crushed granite or 
crushed brick recyclate). Without any exces-
sive simplification i s  t h erefore p o ssible t o  uti-
lize convex polyhedral shapes within numerical 
models. Figure 1b illustrates that convex poly-
hedra can be identified i n  t h e s h own concrete 
mesostructure.

Figure 1: a) A typical concrete mesostructure, b) a possi-
ble approximation of aggregates by convex polyhedra.

2.1 Generation of aggregate structure
The generation of the mesostructure begins

with conducting a tessellation upon a set of gen-
erating nodes. A classic Voronoi cell, Ci, con-
tains all domain points, u, that are closer to the
respective generating node xi than to any other
generating node xk in the model domain, Ω :

Ci =

{
u ∈ Ω

∣∣∣∣∣ ∀k ̸= i
||xi − u||
< ||xk − u||

}
. (1)

Unlike that, we utilize the Power diagram
variant [1]. The Power diagram is a weighted
version of the crude Voronoi tessellation, where
each cell, Pi, encompasses all domain points as-
sociated with a sphere of radius ri around its
generating node, xi:

Pi =

{
u ∈ Ω

∣∣∣∣ ∀k ̸= i
||xi − u||2 − r2i
< ||xk − u||2 − r2k

}
.

(2)
This way, we achieve an uneven distribution

of Voronoi cell sizes that approximates a Fuller
curve from dmin to dmax, see Figure 2a. All the
figures in Figure 2 show a 2D illustration of the
mesostructure generation process.

The model geometry is created by random
sequential placing of nodes into the volume do-
main of the intended model, Ω. We restrict the
mutual distance of the nodes, d, in the range be-
tween dmin and dmax. The generator starts at the
minimum interparticle distance d = dmax and
randomly places nodes into the domain, ensur-
ing that that no two nodes are closer than d. Af-
ter 105 of consecutive failed trials, the algorithm

2



Jan Mašek and Petr Miarka

Figure 2: An illustration of the mesostructure generation process: a) Power diagram of the input nodes, b) shrinking
the cells (aggregates) towards their center of gravity to create the matrix volume, c) a random translation of the cells, d)
random rotation of the cells, e) the resulting mesostructure with aggregates and cement matrix.

decreases d to a next smaller value on the Fuller
curve and repeats the process. The generation
ends after reaching a target domain saturation,
here 95%.

To create the heterogeneous mesostructure
resembling a generic concrete, we now shrink
the cells towards their respective centres of
gravity, creating an intermediate zone that will
eventually contain the cement matrix, see Fig-
ure 2b. The minimal distance of generating
nodes and their radii during the initial node
generation reflects this subsequent shrinking so
the final grains are of the intended final size.
Depending on the expected level of aggregate
compacting, the shrinkage may vary from 5%
to 50% of grain volume.

To further enrich the structure, we shift each
cell randomly within the available surrounding
space, see Figure 2c. Lastly, to break the mutual
parallelism of cell surfaces, each cell is rotated
by a random 3D angle, see Figure 2d. During
the process, we ensure that no two cells (grains)
collide with each other. This way, a mesostruc-
ture resembling that of a concrete material is
created, compare Figure 2e to Figure 1b. A 3D

illustration of the created structure is presented
in Figure 3a. Figure 3b illustrates the aggregate
structure in a context of a three-point bending
test specimen used in the numerical part that
follows.

2.2 Geometry processing and meshing

The described structure can be generated
across the exact volume of the intended nu-
merical model or the model can be cut from a
greater bulk of the material structure, depending
on whether the mesostructure around the model
boundaries shall reflect the influence of a form-
work or e.g. a specimen cut out of the structure.

The resulting geometry and topology of the
aggregate structure is imported into the ANSYS
framework, using the PyMAPDL library [6]
and volume objects are created according to the
topology. For intricate 3D topologies, the mesh
generation can constitute a significant portion
of the overall computational time. As a result,
the default ANSYS APDL mesher was deemed
unsuitable due to its lack of efficiency and per-
formance. Instead, we have opted to leverage
the highly efficient Gmsh mesh generator [5],
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Figure 3: a) A 3D representation of aggregates, b) example of the mesostructure within a notched three-point bending
specimen, c) exemplary σ1 stress field on the surface of an aggregate.
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which offers substantial improvements in both
speed and versatility. Specifically, we employ
the HXT algorithm [8] within the Gmsh library,
known for its remarkable efficiency in generat-
ing complex 3D meshes.

For the volumetric meshing of the model,
we utilize the 20-node hexahedral SOLID186
(elastic analysis) or the CPT216 elements
(nonlinear modeling), degenerated into their
tetrahedron-degenerated form. This approach
is necessary for effectively meshing geome-
tries with complex features, ensuring both ac-
curacy and computational feasibility. It is, how-
ever, critical to carefully select an appropri-
ate element size to prevent excessively large
stress gradients in the model. Further, to
model the possibility of matrix-aggregate sepa-
ration, the surface of aggregates is covered with
INTER204 cohesive elements. For modeling
of nonlinear and damage behavior, we utilize
variants of the Plasticity Damage Microplane
model [12].

3 NUMERICAL EXAMPLE
To preserve natural resources and reduce

waste and its storage, the use of crushed bricks
as coarse aggregates in concrete is increasingly
studied. For bricks, the material properties may
vary significantly, see e.g. [10]. In comparison
to crushed granite (E ≈ 75GPa), the Young’s
modulus of crushed bricks is reported to vary
anywhere between 3.5 GPa and 34 GPa. As for
the Poisson ratio, the values may range between
0.12 to 0.29. Depending on the water-to-cement
ratio, Young’s modulus of the cement matrix
may vary between 10 to 35 GPa.

As the stiffness mismatch between aggre-
gates and matrix increases, the stress concen-
trations grow due to the increasing incompati-
bility in deformation between the phases. On
the other hand, when stiffnesses are compara-
ble, stress is more evenly distributed, possibly
reducing the risk of localized failure.

In the presented example, a linear material
model for both matrix and aggregate materials
is used to study the changes in stress distribu-
tion in dependence on the matrix-to-aggregate

stiffness ratio, i.e. a heterogeneity parameter,
RE = Emat/Eagg. As stated above, the hetero-
geneity parameter, RE , may range roughly be-
tween 0.25 (4 times softer matrix) to 5 (5 times
softer aggregates).

Obtained maximum normal stresses, σx,
may be utilized in prediction of fatigue life us-
ing Linear Elastic Fracture Mechanics (LEFM).
Within the LEFM theory, the uniaxial stress is
used to calculate the stress intensity factor, KI .
In the present study, the MFEM model is com-
pared to LEFM stress distribution and therefore,
σx must be compared.

3.1 Notched three point bending
A standard three-point bending beam test

setup is used, encompassing both notched and
unnotched variants. The test specimen has a
span S = 240mm, depth D = 80mm, thick-
ness T = 80mm, and, in the case of the notched
variant, a notch height a = 0.1D. The notch
is 3 mm wide and its tip is rounded. The nu-
merical model is illustrated in Figure 4.

Figure 4: Boundary conditions and dimensions of 3D
notched three point bending numerical model.

The boundary conditions for the supports
are modeled by creating rigid regions with a
width of S/20 on the bottom face of the beam
(CERIG). Each rigid region is associated with
a master node (MASS21), located at the center
of gravity of the region, as shown in red in Fig-
ure 4. The exact distance between the two mas-
ter support nodes is set to match the intended
beam span S. The boundary conditions applied
to the supports include zero displacements in
the y- and z-directions (denoted as uy and uz),
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as well as zero rotations of the supports about
the x-axis and zero rotation of the entire model
about the y-axis.

The boundary conditions for the top load are
modeled similarly. A narrow rigid region is cre-
ated across the top surface of the model, and
a master node is assigned to its center. The
loading master node is assigned a vertical force,
Fy = 1N, corresponding to a unitary load,
while its horizontal displacements ux and uz

are constrained to zero. Because the numerical
model is kept within an elastic regime, the ob-
tained stress field is independent of the actual
stiffness values, but rather only on their ratio (a
measure of deviation from homogeneity). Due
to a constant geometry, the only factor causing
a varying stress field is the matrix-to-aggregate
stiffness ratio, RE . If of interest, the elastic
analysis allows for scaling the resulting stress
fields obtained from the unitary load to the de-
sired load magnitude.

3.2 Execution
To optimize computational efficiency, re-

gions of the model with expected low stress gra-
dients are coarsened, see Figure 5. These areas
exhibit minimal variations in stress distribution,
allowing for mesh reduction without significant
loss of accuracy. Such an approach was verified
e.g. in [9].

a) Full model 1 137×103 DOF

b) Reduced model 228×103 DOF

Figure 5: Reducing model complexity by coarsening re-
gions with expected low stress gradients

In this work, without any noticeable loss of

precision, computational demands were low-
ered by modeling and fine-meshing the meso-
structure only within the inner 25% of width.
In this fine region, maximum element size was
set to 1.5 mm. Within the left and right 37% of
model width, coarse mesh was used, containing
a material with properties averaged between the
cement matrix and aggregates. In the coarse re-
gion, maximum element size was left free ex-
cept for the support regions where the maxi-
mum element size was restricted to 6 mm.

Using the efficient Gmsh library provides
a substantial preprocessing speedup as com-
pared to the ANSYS proprietary mesher. Sub-
sequently, the assembled numerical models are
executed using the computational resources of
the Czech IT4Innovations National Supercom-
puting Center. The execution benefits from
a massive solution speedup that results from
a possible utilization of multiple multiproces-
sor computational nodes with vast memory and
storage resources.

Table 1: FEM Model Comparison

Full model Reduced model

Volume Elements 2 040×103 406×103

Degrees of Freedom 1 137×103 228×103

Gmsh Meshing 15min 90 sec
ANSYS Solution 10 min 1.5 min
RAM Required 148 GB 41 GB
Energy Used 0.597 kWh 0.107 kWh

Table 1 presents a comparison between a full
and a reduced finite element model in terms
of computational efficiency, resource require-
ments, and energy consumption. The table lists
the number of volume elements and degrees of
freedom (DOFs) for each model, as well as the
meshing time in Gmsh, the ANSYS solution
time using 8 computation nodes (totaling 288
cores - 8 × 2 × 36 cores of Intel Cascade Lake
6240), the RAM required for in-core solution
of the FEM problem, and the total energy used
during computation.

The full model consists of 2.04 million vol-
ume elements and approximately 1.137 million
DOFs, requiring 15 minutes for meshing, 148
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GB of RAM, and 16 minutes for the solution,
consuming 0.597 kWh of energy. In contrast,
the reduced model contains 406 thousand vol-
ume elements and 228 thousand DOFs, signif-
icantly reducing the computational cost with a
meshing time of 90 seconds, a RAM require-
ment of 41 GB, and an ANSYS solution time of
only 3 minutes, consuming 0.107 kWh.

3.3 Stress field analysis
To evaluate the stress field in the models,

we extract stress values from multiple paral-
lel cross-sections along the specimen, see Fig-
ure 6. If the cross-section positions are suffi-
ciently close such that they represent material
regions under a similar mechanical load, we can
treat the stress values as though they come from
a single cross-section of a defined thickness. To
minimize information loss, we propose break-
ing down the cross-section height into several
thin layers, each of which has histograms of
stress values. These histograms are then placed
according to their respective layers, creating a
comprehensive display of the stress distribution
within the model’s volume.

Figure 6: Notched three point bending numerical model.

This method ensures that no information is
lost or averaged out. The resulting display pre-
serves detailed information about both the stress
extremes and the overall stress distribution. The
results presented below were acquired within 10
equidistant cross-sections equidistantly spread
across the notch width, extracted from 20 nu-
merical models with unique aggregate struc-
tures.

3.3.1 Normal stress results

In what follows, we present a comparison
between the analytical LEFM solution for the
midspan normal stress field, σxLEFM

, in a ho-
mogeneous material and the σMFEM values ob-
tained from the numerical model, as described
in Section 3.3. It is important to note that the
σxLEFM

values are computed for a sharp notch
tip, and a direct comparison is not strictly in-
tended. The material properties in the MFEM
model vary according to the heterogeneity pa-
rameter, ranging from RE = 0.1 to RE = 10,
while the Poisson ratio remains fixed at ν = 0.2
for all materials. The aggregate structure is gen-
erated to resemble a distribution of aggregate
sizes between 2 and 16 mm.

Figures 7 and 8 show the obtained results
from both numerical MFEM and analytical
LEFM models. The MFEM stress values are
displayed in a relative histogram for a fine array
of layers across the specimen height. There-
fore in each layer, dark red are the most fre-
quent stress values and towards dark blue, the
frequency of occurrence decreases.

It can be concluded from the presented re-
sults in Figures 7 and 8, that there is a good
match between the expected distribution of nor-
mal stresses and the numerical model for a ho-
mogeneous material (RE = 1). When stiff-
nesses are comparable (RE ≈ 1), the strains in
the matrix and aggregates are compatible, lead-
ing to a smoother stress distribution. However,
as the heterogeneity gets more pronounced in
either way, the normal stress distribution within
matrix and aggregates changes. In the case
of matrix being softer than the aggregates (i.e.
RE < 1), the stress peaks within the matrix
tend to get smeared as the matrix deforms more
easily while transferring the load from aggre-
gate to aggregate. However, in limit, the ma-
trix still remains responsible for ensuring the
overall equilibrium and therefore the stress it
conducts cannot approach to zero. In the case
of aggregates being softer than the matrix (i.e.
RE > 1), stiffer matrix attracts more stress due
to its higher resistance to deformation. By de-
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Figure 7: Matrix normal stress within the notch region in dependence on the heterogeneity parameter, RE .

Figure 8: Aggregate normal stress within the notch region in dependence on the heterogeneity parameter, RE .
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creasing their stiffness, aggregates start to lose
the ability to transfer the stress across the com-
posite due to their easy deformation. To retain
equilibrium, an increasing amount of stress has
to be conducted over the cement matrix. In
limit, the composite becomes a cement matrix
filled with void inclusions.

This phenomenon is further illustrated in
Figure 9 by showing maximum normed normal
stress quantiles, σx,max(q):

σx,max(q) =
σx,max,hetero(q)

σx,max,homo(q)
, (3)

where σx,max,hetero(q) is the qth quantile of max-
imum normal stress within a given heteroge-
neous material and σx,max,homo(q) is the qth
quantile of maximum normal stress within a ho-
mogeneous material (RE = 1).
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Figure 9: Normed normal stress quantiles σx,max(q).

From the presented stress analysis, it can be
concluded that utilization of aggregate materi-
als softer (RE > 1) than the cement matrix
leads to increased stress concentrations within
the matrix material. Within the range of crushed
brick material properties, the increase of the
maximum matrix stress may reach up to 2×
compared to crushed granite aggregates.

4 CONCLUSIONS
In the presented contribution, a Mesoscale

Finite Element Model (MFEM) of concrete
is presented. The developed model captures

the concrete structure in a finer scale than the
LDPM models. It allows to study and under-
stand the mechanical phenomena within con-
crete on a finer scale. Supported by today’s high
performance computing possibilities, the mod-
eling approach captures the aggregate structure
of concrete in detail, allowing for a statistical
evaluation across many model realizations.

In the presented contribution, a statistical
analysis of normal stress within three-point
bending test specimen was presented. The fo-
cus was put on the influence of stiffness hetero-
geneity between cement matrix and used aggre-
gate material. From the presented results, it can
be concluded that using materials with Young’s
modulus lower than cement matrix leads to
severely increased stress concentrations within
the matrix material, possibly increasing the risk
of fatigue damage initiation. However, the ini-
tially uniaxial stress will be distorted due to the
heterogeneous meso-structure. This will cre-
ate a necessity to account for multiaxial stress
states in future damage initiation studies and
eventually, to develop a specific criteria for frac-
ture.
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[3] Jan Červenka and Vassilis K Papaniko-
laou. Three dimensional combined
fracture–plastic material model for con-
crete. International journal of plasticity,
24(12):2192–2220, 2008.

[4] Gianluca Cusatis, Daniele Pelessone, and
Andrea Mencarelli. Lattice discrete par-
ticle model (ldpm) for failure behavior of
concrete. i: Theory. Cement and Concrete
Composites, 33(9):881–890, 2011.

[5] Christophe Geuzaine and Jean-François
Remacle. Gmsh: A 3-d finite element
mesh generator with built-in pre-and post-
processing facilities. International jour-
nal for numerical methods in engineering,
79(11):1309–1331, 2009.

[6] Alexander Kaszynski. pyansys: Pythonic
interface to MAPDL, November 2021.

[7] Jeeho Lee and Gregory L Fenves. Plastic-
damage model for cyclic loading of con-
crete structures. Journal of engineering
mechanics, 124(8):892–900, 1998.

[8] Célestin Marot, Jeanne Pellerin, and Jean-
François Remacle. One machine, one
minute, three billion tetrahedra. Interna-
tional Journal for Numerical Methods in
Engineering, 117(9):967–990, 2019.
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