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ABSTRACT: The size-effect and two-parameter data reduction methods were developed to extract size inde­
pendent parameters from fracture toughness tests of concrete. However, the methods have limited ranges of 
applicability. This study uses simulated load versus crack mouth opening displacement graphs to investigate 
the accuracy of the fracture strength parameter obtained from the two data reduction methods. The cohesive 
zone properties, in the form of tension softening diagrams, used in the simulations represent tensile strengths 
from 2.2 to 9.3 MPa and fracture toughness values from 1.10 to 4.40 MPa-.lm. Each tension softening diagram 
has been used in simulations of three different sizes of single edge notched specimens loaded in bending 
based on the two RILEM recommendations of 1990. The'results of the evaluation indicate that both data re­
duction methods underestimate the fracture strength parameter for most of the range of tension softening dia­
gram properties considered. 

I INTRODUCTION 

l.l Objectives 

The size-effect and two-parameter data reduction 
methods were developed to extract size independent 
parameters from fracture toughness tests of concrete. 
For most concretes, a laboratory-scale test specimen 
is too ~mall to experience linear elastic fracture me­
chanics, LEFM, conditions. Therefore, these two 
methods were developed to account for the non­
linear conditions that prevail at this scale. However, 
the methods have limited ranges of applicability. 
The objective of this study is to identify the accu­
racy of each of the data reduction methods for a 
range of concrete mixes. 

Determining whether the fracture properties ob­
tained for a particular test are truly size independent 
parameters is a difficult task when only experimen­
tal data is available. In order to show that a value is 
the same as one that would be obtained from an infi­
nitely large specimen requires comparison of ex­
perimental test results from different geometries, 
specimen sizes, and data reduction methods. Only 
when the results agree can they be proclaimed to be 
the size independent values. However, numerical 
simulations based on cohesive cracking are an excel­
lent tool for evaluating the range of applicability of 
the data reduction methods because the fracture 
toughness of the simulated material is known a pri­
ori. Therefore, cohesive crack simulations are used 
in this study to generate simulated load versus crack 
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mouth opening displacement graphs for a range of 
simulated concrete mixes. 

1.2 Specimen geometry 

The specimen geometry chosen is the single edge 
loaded in bending, SE(B). The dimensions conform 
to the requirements of two proposed testing stan­
dards through the RILEM organization (l990a, b). 
The details of the specimen geometries are given in 
Figure l . The total ligament length is the distance 
W - a0 , which equals 0.67W for all three specimen 
sizes. The supports were simulated as lines of con­
strained vertical displacement. The loaded region 
was 3.2 mm x 79 mm for all three specimen sizes. 

S = 4.0W uN = 0.33\V b • 19 rnn 

L = 4.6W G._~7~:152. 30S m,;;- 1 = 3.Z nu1 

Figure 1. Single edge specimen loaded in bending. Dimen­
sions are for the three simulated test specimen geometries. 



1.3 Simulation tools 

The simulation program used in this study was 
CohFRANC3D, which was developed and is main­
tained by the Cornell Fracture Group, 
http:llwww.cfg.com ell.edu. The progTam uses the 
boundary element method, BEM, to analyze fully 
three-dimensional models. The cohesive simulation 
capabilities of the program are based upon innuence 
coefficients (Petersson 198 L, Bittencourt J 993). The 
program has been used to generate simulated load 
versus crack mouth opening di splacement, CMOD, 
responses of the test specimen. The s imulation ca­
pabilities do not pennit the cohesive zone to extend 
through the entire height of the simulated specimen; 
therefore, the extent of the simulated load versus 
CMOD response is limited. The progTam also util­
ize~ the focal point model by Yankelevsky and 
Remhardt ( 1989) to predict the unloading response 
of a specimen after the simulated process zone be­
gms to g_row. An example of a simulated response 
of a specimen with W = 76 mm is shown in Figure 2. 
Based on detailed studies (Hanson 2000), inaccura­
cies in the simulations due to errors in the BEM 
generated influence coefficients are in the range of 
5-15%. 

The cohesive properties of the material are char­
ac~erizcd by the tension softening diagram, TSD 
(Fig. 3). The TSD is a constitutive relationship that 
governs the stress versus crack opening displace­
ment behavior of the material. The CohFRANC3D 
program accepts TSO parameters for either linear or 
bi-linear softening. A bilinear TSD is characterized 
by four independent parameters, j;, f,,, w1r, and we. 
The fracture energy, G1/

01
' , is the resulting area un­

der the TSO. Using the modulus of elasticity of the 
simulation model, the fracture enerp can be con­
verted to the fracture toughness, K1/

0
'. 

Rice (1968) proved that G1/
0

" is the fracture en­
ergy of a material at a point. Rice did not make any 
assertion that G1/

01
' is a material property, but he did 

show that if G 1ccoh is constant for a material it must 
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Figure 2. Simulated load versus CMOD response of a 76 mm 
deep SE{B) specimen including simulated unload cycles. 
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be the size indep.endent v~I~-~/, .Gir· The authors 
make the assumption that G,,. · 1s a material prop­
e1t y; therefore, K,,."01

' is the size independent fractu re 
toughness of a simulated specimen. The implicarion 
of this statement is that the true fracture toughness 
of the simulated specimen is known. Therefore, the 
accuracy of fracturP. toughness values obtained using 
the two-parameter and size-effect data reduction 
methods on the simulated specimen responses can 
be determined. 

2 DATA REDUCTION .METHODS 

2. l Two-paramezer method 

The two-parameter method (Jenq & Shah 1985) as­
serts that the global response of a structure with a 
crack experiencing NLFM condi tions can be repro­
duced by considering the structure to have an effec­
tive crack experiencing LEFM conditions. The ef­
fective. critical crack length, a/, is determined by 
measunng the unloading compliance of the speci­
men at or near peak load. The resulting measure of 
fracture toughness wi ll be referred to as K,/ P. The 
steps of the data reduction process are detailed in 
one of the RILEM recommended standards (I 990a ). 

2.2 Size-effect method 

The size-effect method (Bazant & Pfeiffer I 987) as­
s~rt~ that th~ nomi.nal strength, crN. of geometrically 
s1.nular .specimens 1s only a function of one specimen 
dimension, say W. This non-linear function can be 
al~ebraically manif ulated to obtain a linear relation­
ship between 1/crN and W. Lmear regression can be 
applied to the measured l/cr/ and W data to obtain 
the slope and intercept of the linear relationship. 
The measured fracture toughness, K1/', can be cal­
culated from the square root of I/slope. The steps of 
the data reduction process are detailed in another of 
the RILEM recommended standards (1990b). 

w, 
Cruclc Opening Displacement, w 

Figure 3. Bi-linear tension softening diagram used to govern 
the stress versus crack opening displacement behavior of a 
simulated specimen during a cohesive crack simulation. 
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3 RESULTS 

3.1 Propenies of simulated concrete mixes 

In the course of this study, 17 different tension sof­
tening diagrams were used to simulate the load ver­
sus CMOD response of the three sizes of SE(B) 
specimens. The properties of the various TSD's are 
listed in Table I. All of the models used a modulus 
of elasticity of 27 .6 GPa. The ft values range from a 
value representative of normal strength concrete 
loaded in splitting tension or modulus of rupture 
tests, 2.2 l\IIPa, to a very high value, 9.3 l\IIPa. The 
K1/

011 values range from a value commonly meas­
ured in laboratory tests using the two-parameter data 
reduction method, 1.11\IIPavm, to a very high value, 
4.41\IIPa..Jm. The TSD's with highf, values and low 
K1/

0
h values represent brittle fracture behavior. The 

TSD's with low f, values and high K1/
0

h values rep­
resent more ductile fracture behavior. 

3.2 Results using the two-parameter rnethod 

The results from applying the two-parameter data 
reduction method to data . from all three sizes of 
SE(B) specimens are presented in Table 2. The ac­
curacy of the measured fracture toughness value is 
expressed as the percentage difference between the 
measured fracture toughness and the true fracture 
toughness for the particular TSO (Equation 1). The 
relative size of the process zone, PZ, when the peak 
load occurs is expressed as a percentage of the total 
ligament length (Equation 2). 

3.3 Results using the size-effect method 

The results from applying the size-effect data re­
duction method to the peak loads of all three sizes of 
SE(B) specimens are presented in Table 3. The ac­
curacy of the measured fracture toughness was cal­
culated using Equation 1. The ranges of relative size 
of the process zone are summarized from Table 2. 

KTP"' sz - Kcttlr 
%Diff = /c k 

Kc•h 
le 

L 
PZ% = Pmms lon< 

0.67W 

Table 1. Cohesive zone properties used to simulate a 
variety of concrete mixes 
TSD J. J., 

Series (MPa) (MPa) 
A 2.17 0.22 
B 2.17 1.09 
c 2.17 0.22 
D 2.17 1.09 
E 2.17 0.22 
F 2.17 I.09 
0 2.17 0.22 
H 2.17 1.09 
I 9.31 0.93 
J 9.31 4.65 
K 9.31 0.93 
L 9.31 4.65 
M 9.31 0.93 
N 9.31 4.65 
0 9.31 0.93 
p 9.31 4.65 
Q 5.74 1.72 

w,, 
(mm) 

i.34E-2 
3.67E-3 
3.36E-2 
2.02E-2 
2.15E-1 
5.86E-2 
5.38E-1 
3.23E-l 
3.14E-3 
8.59E-4 
7.85E-3 
4.72E·3 
5.02E-2 
1.37E-2 
I.25E-l 
7.53E-2 
4.56E-2 

w, 
(mm) 

2.69E-I 
7.33E-2 
6.72E-2 
4.03E-2 
4.30E+O 
l.17E+O 
l.08E+O 
6.45E-I 
6.27E-2 
l.72E-2 
I.57E-2 
9.45E-3 
l.OOE+O 
2.74E-I 
2.SlE-1 
1.5 IE-1 
l.66E-I 

K <nl1 

"' (MPa"4m) 
1.10 
LIO 
l.10 
1.10 
4.40 
4.40 
4.40 
4.40 
l.10 
1.10 
1.10 
1.10 
4.40 
4.40 
440 
4.40 
2.75 

(I) 

(2) 

Table 2. Results from applying the two-parameter data reduction method to simulated results from three 
sizes of SE(B) s~ecimens usin!! a variet~ of concrete mixes. 

K ,·~>11 
k K,/P Difference Percenla!!e Relative Length of PZ 

TSD Input 76mm 152 mm 305 mm 76mm 152 nun 305 nun 76nun 152mm 305 mm 
Series (MPavm) (MPa"4m) (Eqn l) (Eqn 2) 

A LIO 0.51 0.59 0.69 -54% -46% -38% 40% 30% 20% 
B LIO 0.51 0.68 0.82 -54% -38% -26% 50% 50% 4-0% 
c 1.10 0.67 0.80 0.95 -39% -28% -13% 50% 40% 30% 
D 1.10 0.67 0.81 0.97 -39% -27% -12% 50% 40% 30% 
E 4.40 1.21 . 1.10' 1.92 -73% -61% -56% 2::75% 2::75% 60% 
F 4.40 1.12. 1.27 l.49 -74% -71% -66% 2::75% 75% 50% 
G 4.40 1.21· 1.85. 2.74' -71% -58% -38% 2::75% 2::75% 2::75% 
H 4.40 1.29' I.86. 1.81 . -71% -58% -59% 2::75% 2::75% 2::75% 
I l.10 0.67 0.91 1.34 -39% -17% 22% 10% 10% 10% 
J 1.10 0.96 l.10 l.43 -13% 1% 30% 20% 10% 5% 
K 1.10 0.95 1.12 1.30 -14% 2% 18% 10% 10% 5% 
L LIO 0.96 1.14 1.27 -12% 4% 15% 10% 5% 5% 
M 4.40 2.13 2.46 2.80 -51% -44% -36% 40% 30% 20% 
N 4.40 2.12 2.84 3.44 -52% -35% -22% 50% 50% 40% 
0 4.40 2.81 3.34 3.98 -36% -24% -9% 50% 40% 30% 
p 4.4-0 2.84 3.38 4.04 -35% -23% -8% 50% 40% 30% 

Q 2.75 l.66 l.94 2.28 -40% -30% -17% 50% 40% 30% 

·The Ki .. " value is based on the last simulated data point since it had the largest applied load. Since the 
peak load might have not yet been simulated, the K1/P value presented might be low. 
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Table 3. Results from applying the size-effect data reduc­
tion method to simulated resul!s from three sizes of SE(B) 
specimens usin~ a variety of concrete m.ixes. 

TSD K1/" Ki/z % Diff 
Series (MPa'1m) (MPaVm) (Eqn 1) 

A 1.10 0.77 -30 % 
B 1.10 1.08 -2 % 
c 1.10 1.18 7 % 
D 1.10 1.21 10 % 
E 4.40 3.03 -31 % 
F 4.40 2.03 -54 % 
G 4.40 unknown • NIA 
H 4.40 unknown• NIA 
I 1.10 3.96 ·• 260 % 
J 1.10 1.68 •• 53 % 
K 1.10 1.22 11 % 
L 1.10 1.12 2 % 
M 4.40 3.04 -31 % 
N 4.40 4.47 2 % 
0 4.40 4.74 8 % 
p 4.40 4.91 12 % 
Q 2.75 2.51 -9 % 

Rel. Length 
of PZ 

20 - 40 % 
40-50 % 
30 - 50 % 
30 - 50 % 
60 - 75% 
50 - 75 % 
~75 % 
~75% 

10 % 
10-20% 
5 - 10 % 
5 - 10 % 
20-40 % 
40. 50% 
30 - 50 % 
30 - 50% 
30 - 50% 

• The peak load was likely under predicted for all three 
sizes of specimens. As a result, the peak loads resulted in 
a slope value that was negative. Therefore, a K1/Z value 
could not be determined. 

•• The relatively large K1/
7 value is likely a result of lack 

of accuracy in the simulated peak loads due to the rela­
tively large crack face node spacing compared to the 
s imulated process zone size. 

4 CONCLUSIONS 

The results of the evaluation indicate thal both data 
reduction methods underestimate the fracture 
strength parameter for most of the range of tension 
softening diagram properties considered. This im­
plies that the size-effect and two-parameter data re­
duction methods are not, in general, producing size 
independent fracture parameters from laboratory­
scale tests of concrete. 

The two-parameter data reduction method as­
sumes that the process zone is sufficiently small at 
peak load that !he behavior of the specimen can be 
expressed in terms of an effectively longer crack ex­
periencing LEFM conditions. From the simulation 
results in this study. it appears that the relative proc­
ess zone size must be less than approximately 15% 
of the ligament length to produce a K1/P value 
within a few percent of the size independent value, 
K1r. 

The size-effect data reduction method a~sumes 
that the nominal strength-specimen size relationship 
for a material is unaffected by the relative size of the 
process zone. The validity of this assumption is dif­
ficult to show through direct observation of the 
process zone. However, when the measured Kiesz 
value is within a few percent of Kin the assumption 
must be satisfied. From the various simulation re­
sults in this study, it appears that the total relative 
process zone size at peak load is NOT an indication 
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of the accuracy of Kiesz· The appropriate guideline 
should probably be based upon the relative process 
zone size considering only the initial softening por­
tion of the tension softening diagram. 
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