Explicit cohesive crack modeling of dynamic propagation in RC beams
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ABSTRACT: In this work we simulate explicitly the dynamic fracture propagation in reinforced concrete beams.
In particular, adopting cohesive theories of fracture with the direct simulation of fracture and fragmentation, we
represent the concrete matrix, the steel re-bars and the interface between the two materials explicitly. Therefore
the crack nucleation within the concrete matrix, through and along the re-bars, the deterioration of the concrete-
steel interface are modeled explicitly. The numerical simulations are validated against experiments of three-
point-bend beams loaded dynamically under various strain rates. By extracting the crack-tip positions and the
crack mouth opening displacement history, a two-stage crack propagation, marked by the attainment of the peak
load, is observed. The first stage corresponds to the stable crack advance, the second one, the unstable collapse
of the beam. The main crack propagation patterns are also illustrated for several loading velocities.

1 INTRODUCTION

Many phenomenological models have been devel-
oped to study the problem of complex fracture pro-
cesses in reinforced concrete specimens, in particu-
lar, when the propagation is static (Bosco and Carpin-
teri 1992; Ruiz et al. 1999; Ruiz 2001; Ruiz et al.
2006). Those models focus on a crack that prop-
agates through a reinforcement layer and that, at
opening, causes the steel bars to be pulled-out. The
main difficulty consists in modeling the propaga-
tion of the crack through the reinforcement layer, as
such a layer—in 2D models— constitutes a discon-
tinuity that stops the crack advance. Modeling the
steel-concrete interaction is not simple either, since
the pull-out process produces damage at the inter-
face and it may also generate secondary fracture pro-
cesses within the concrete bulk. Some of the afore-
mentioned models solve both problems by substitut-
ing the rebars for closing forces applied at the crack
lips; whose intensity relates to the strength of the re-
inforcement and of the interface (Hededal and Kroon
1991; Brincker et al. 1999). Some authors model the
steel bars explicitly, however they only account for the
extreme cases of perfect or null adherence (Hawkins
and Hjorsetet 1992). Ruiz et al. (2006) developed a
simplified model that enables propagation of the crack
through the reinforcement as well as interface deteri-
oration. They adopted a computational strategy that
consisted of overlapping both materials in the same

spatial position. Concrete was modeled as a contin-
uum, whereas steel was overlapped and connected
by interface elements to nodes occupying the same
initial position (Hawkins and Hjorsetet 2004). Con-
crete continuity allowed crack propagation through
the reinforcement and interface elements transmitted
shear stresses depending on the relative displacement
between the two materials. However, their numeri-
cal model was not able to reproduce micro-cracking
and/or damage around the main crack (Ruiz 2001)
and along the steel-concrete interface (Ben Romd-
hane and Ulm 2002).

In dynamic regime, the fracture processes in re-
inforced concrete beams are more complicated than
in the static case, as stress waves can be partly re-
flected from the steel-concrete interface and partly
transmitted to the rebar. The interplay between the
interface, steel re-bar and concrete matrix challenges
the above numerical models, in which either the re-
bar is not physically represented (Hededal and Kroon
1991; Brincker et al. 1999; Ruiz et al. 2006), or the
progressing deterioration of the interface is not re-
flected (Hawkins and Hjorsetet 1992). Indeed, such
an interaction calls for an explicit modeling of those
phenomena.

In this work, following previous efforts in explic-
itly modeling in static regime (Yu and Ruiz 2006),
we attempt to simulate explicitly the dynamic fracture
propagation in reinforced concrete beams. In partic-



ular, adopting cohesive theories of fracture with the
direct simulation of fracture and fragmentation (Ortiz
and Pandolfi 1999; Pandolfi and Ortiz 2002), we rep-
resent the concrete matrix, the steel re-bars and the
interface between the two materials explicitly. There-
fore the crack nucleation within the concrete ma-
trix, through and along the re-bars, the deterioration
of the concrete-steel interface are modeled explicitly.
The organization of this paper is as follows. In the
next section, the experimental setup is illustrated fol-
lowed by the description of material characterization.
A brief description of the cohesive model is provided
in Section 4. In Section 5, the simulation results are
discussed and finally, in Section 6, the work is sum-
marized and some conclusions are drawn.

2 EXPERIMENTAL SETUP

Zhang et al. (2006) conducted a series of tests in or-
der to study the combined size and strain rate effect
in lightly reinforced concrete beams. The loading rate
ranged from 107> to 10~2/s for beams of three sizes.
The tests were carried out in a three-point-bend con-
figuration as shown in Figure 1, where the width B
is 50 mm, the depth D is 75 mm, 150 mm and 300
mm for small, medium and large specimens respec-
tively. The specimens were casted to give a constant
steel-reinforcement ratio of 0.15%. Figure 2 shows
the experimental set-up for three-point bending tests.
The specimen rests on two rigid-steel cylinders laid
on two supports permitting rotation out of the plane
of the beam and rolling along the beam longitudi-
nal axis with negligible friction. These supports roll
on the upper surface of a very stiff beam fastened to
the machine actuator. The load-point displacement is
measured in relation to points over the supports on the
upper surface of the beam. Two LVDT (linear variable
differential transducer) fixed on the steel beam are di-
rectly used to measure the displacement between the
loading rod and the steel beam. For loading, a hy-
draulic servo-controlled test system was employed.
The tests were performed in position-control. In nu-
merical simulation, we take the experimental results
for small specimens at a loading velocity of 7.5 mm/s
as comparison. The strain rate at the bottom surface is
related to this loading velocity through

V =6=¢S%/6D (1)

where S and D are the span and depth of the beam,
respectively, J is the loading point displacement.

3  MATERIAL CHARACTERIZATION

A single micro-concrete was used throughout the
experiment made with lime aggregates of 5 mm
aggregate size and ASTM type II/A cement. The
mix weight proportions were 3.2:0.5:1 for aggre-
gate:water:cement conforming to ASTM C33. Table
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Figure 1: A reinforced concrete beam subjected to three
point bending.
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Figure 2: Experimental set-up for three-point bending
tests on beams.

1 shows the characteristic mechanical parameters of
the micro-concrete determined in the various char-
acterization and control tests, where f., f;, E.,GF, p,
are the compressive strength, tensile strength, elastic
modulus, fracture energy, and mass density, respec-
tively. The Hillerborg’s characteristic length, calcu-
lated as I, = E.Gp/ f?, is around 105 mm.

The mechanical properties of the steel, the elastic
moduli E, the standard yield strength g9, the ul-
timate strength o, and strain €, as well as the bond
strength 7, between the concrete and the rebar are all
shown in Table 2.

4 NUMERICAL MODEL

We briefly summarize here the cohesive model
adopted for the concrete matrix, which is shown in
Figure 3(a), further information can be found else-
where and the references within (Ortiz and Pandolfi
1999; Ruiz et al. 2000; Ruiz et al. 2001). A variety
of mixed-mode cohesive laws accounting for tension-

Table 1: Micro-concrete mechanical properties
fi e E.  Gr P
MPa MPa GPa N/m kg/m?
Mean 374 2843 29.64 4948 2113
Std. Dev  0.22  0.32 6.3 4.5. -




Table 2: Mechanical properties of the steel re-bar and
the interface bond strength

Es 70.2 Oy €u Te
GPa MPa MPa - MPa
133.2 434.1 4651 09% 5.34 +£0.80

shear coupling (Camacho and Ortiz 1996; Ortiz and
Pandolfi 1999; De Andrés et al. 1999), are established
by the introduction of an effective opening displace-

ment &,
§ = /%07 + 62, ()

which assigns different weights to the normal 4,, and
sliding d, opening displacements. Supposing that the
cohesive free-energy density depends on the opening
displacements only through the effective opening dis-
placement §, a reduced cohesive law, which relates ¢
to an effective cohesive traction

t= /B2 + &, 3)

where ¢, and ¢,, are the shear and the normal trac-
tions respectively, can be obtained (Camacho and Or-
tiz 1996; Ortiz and Pandolfi 1999). The weighting
coefficient (3 is considered a material parameter that
measures the relation between the shear and tensile
resistance of the material. The existence of a loading
envelope defining a connection between ¢ and ¢ under
the conditions of monotonic loading, and irreversible
unloading is assumed. A linear decreasing cohesive
law described in Figure 3a is adopted in the calcula-
tions.

A damage variable d, is defined as the fraction
of the expended fracture energy over the total frac-
ture energy per unit surface. Thus, a damage value of
zero denotes an uncracked surface, whereas a damage
value of one is indicative of a fully cracked or free
surface.

The cohesive model introduces an intrinsic time de-
scribed by

PCO.
le=

2fe
where p represents the mass density, ¢, the longitu-
dinal wave velocity, J., the critical opening displace-
ment, as shown in Figure 3a. As shown in (Ruiz et al.
2001; Yu et al. 2004), due to this intrinsic time, the co-
hesive model is able to respond differently for a slow
and fast loading process. For the material properties
given in Table 1, this value is calculated as 28 us.

In treating the steel-concrete interface, we follow
the methodology illustrated in Yu and Ruiz (2006).
A cohesive-like interface element is implemented.
This interface element is inserted only when the slip
strength is attained. The sliding between two surfaces
is governed by a perfect-plastic bond-slip law, as de-
scribed in Figure 3b. The steel re-bar is modeled as an
elastic-perfectly plastic material.
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Figure 3: (a) The cohesive law for concrete bulk; (b) the
bond-slip relationship for concrete-steel interface.

5 NUMERICAL RESULTS

We chose to model the small beam, 75 mm in depth
to compare with the experimental results. The ini-
tial mesh consists of 6764 quadratic tetrahedrons and
10142 nodes, see Figure 4. The mesh size near the
middle surface, 7 mm, is chosen to be comparable to
the maximum aggregate size, 5 mm, based on the con-
vergence analysis done by Ruiz et al. (2000, 2001) in
modeling plain concrete in a dynamic regime. The av-
erage mesh size that resolves the interface —around 10
mm- is designed to resolve the effective slip length
L, which can be described as

Ly = Asfy/Tcp (5)

according to Ruiz (2001), where f, is the yield
strength, A; is the steel cross-section area, p the rebar
perimeter, 7, the interface bond strength. L, is com-
puted as 54.3 mm.

We load the beam through an elastic spring to re-
flect the fact that in the experiments the load transfer
is realized through a mechanical system (loading rod,
reaction frame, etc.), whose stiffness is 38 kN/mm.

5.1 Peak load

The first step of the simulations was to check the pre-
dicted peak load. As we mentioned before, we ex-
pected the cohesive model to respond the dynamic



Figure 4: The initial mesh.

loading. As the strain rate increases, the predicted
peak loads should increase accordingly. But as can
be seen from Figure 5, when the loading velocity is
increased from 7.5 mm/s to 30 mm/s, the peak load
is practically the same, while when we prescribed a
loading velocity of 3000 mm/s (corresponds to a load-
ing rate of 15 /s), the peak load increased from 4 kN to
10 kN. Even though we do not have the experimental
data for loading velocity of 3000 mm/s for compari-
son, the qualitative increase of the peak load has been
captured. This shows that when the crack propagation
time (7000 to 3000 ps) is not comparable to the intrin-
sic time of the cohesive model (28 us), the strength
increase cannot be captured. This also confirms the
observations of Rossi and Toulemonde (1996), who
pointed out that: (a) at strain rates smaller than ap-
proximately 1/s, the moisture content is believed to
play an important role in the strength increase of con-
crete, the free water in the micro-pores exhibits the
so-called Stefan effect causing a strengthening in con-
crete with increasing loading rate. The main physical
mechanism counters both a micro-cracking localiza-
tion, leading to increase of concrete tensile strength,
and the macro propagation that leads to failure of the
specimen; (b) at strain rates higher than or equal to
10 /s, the micro-inertia effects in the fracture pro-
cess zone might cause the rate dependence of con-
crete, whereas the moisture content is assumed not to
be dominant. The main mechanism counters micro-
cracking localization and in particular macro crack
propagation. In order to capture the strength increase
due to moisture content, which is not covered by the
bulk constitutive law, we fit for the experimental data
of Harsh er al. (1990) to obtain a 30% increase for the
fracture energy and the tensile strength. This gives us
apeak load of 4.8 kN, comparable to the experimental
data, which is shown in Figure 6. Note that we didn’t
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Figure 5: The load-displacement curves for loading ve-
locity at 7.5, 30 and 3000 mm/s respectively, when static
fracture properties (specific fracture energy and tensile
strength) are adopted.

tailor the material parameter to make the numerical
simulation to fit the experiments, but followed an in-
dependent source that gives the rate-dependent mate-
rial properties.

5.2 Initial stiffness

We observe in Figure 6 that there is a difference in the
initial stiffness between the two experimental curves,
this has been explained by Guinea, Planas and Elices,
who pointed out that even in the case of identical
beams made of the same material, the initial slopes
may show variations. This is due to the sensitivity
of the elastic flexibility of the beam to the bound-
ary conditions in the application of the concentrated
load (Planas et al. 1992). Having in mind that, on the
one hand, we would not know the exact experimental
boundary condition but only the average, on the other
hand the numerical discretization also introduces a
pre-defined stiffness, this would all contribute to the
deviation of the initial stiffness of the P-J curve. But
we want to emphasize that the post-peak behavior, for
both the two experimental data and the numerical sim-
ulation, shows similarity. This gives us confidence for
the succeeding analysis in extracting the crack tip ve-
locities and the CMOD history.

5.3 Crack tip velocities

The crack tip positions for three different loading ve-
locities, 7.5 mm/s, 30 mm/s and 3000 mm/s are plot-
ted against time in Figure 7. The crack tip positions at
the central cross section of the beam were measured
separately at the two vertical edges (solid line) and at
the center (dashed line) from the bottom of the speci-
men. The crack tip position is measured with respect
to the damage variable value of 0.05 in all the cases.
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Figure 6: The numerical and experimental load-
displacement comparison, when dynamic material proper-
ties (fracture energy and tensile strength) are adopted, note
that the numerical curve has been translated to 0.22 mm for
easier visualization of the peak load.

In addition, the axes of the graphs in the proceeding
figures have been adjusted to make the comparison
easier. For loading velocities 7.5 mm/s and 30 mm/s,
the crack velocities at the edges are approximately the
same, showing a symmetric crack propagation with
respect to the central line. The crack tip position at
the center exhibits a plateau due to the hindrance of
the steel rebar. The initial slopes of the curves show
a linear dependence on the loading velocity. For ex-
ample, as shown in Table 3, the initial slopes for 7.5
and 30 mm/s are 3.5 m/s and 14.8 m/s respectively.
A change in slope is observed at the peak load af-
ter which the new slope shows a marked similarity in
both the cases. For loading velocity 3000 mm/s, the
slope of the curve is steep since the loading veloc-
ity is faster and the run completes in a shorter time
span. In short, it is evident that crack tip velocity is
close after the peak load is reached and it does not
depend very much on the loading velocity. The sec-
ond slope for loading velocity of 7.5 mm/s is about
20 times larger than its first slope, while for 30 mm/s
is about 10 times larger. We can say that the crack
went through a stable-to-unstable transition when the
loading velocity is relatively low. However, at higher
loading rate, the whole process is unstable.

In addition, in Figure 8 we plot the load history
around the peak load, against the crack tip position
history for loading velocity of 7.5 mm/s. It shows that
the main crack initiated around 80% (3800 N) of the
maximum load (4800 N), and the attainment of the
peak load marks the turning point of the two-stage
crack propagation.

(mm)

30

Crack tip position

Figure 7: The crack tip position versus time for loading
velocity at 7.5, 30 and 3000 mm/s respectively, where the
solid lines corresponding to values measured at specimen
surface, dotted lines represent values measured at specimen
center.
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Figure 8: The zoomed view of the load history plot-
ted against the crack tip position history for loading
velocity of 7.5 mm/s.

Table 3: Crack tip velocity (m/s)

Loading velocity (mm/s)
7.5 30 3000
At surfaces
Pre-peak 39 15.6 290
Post-peak 70.5 95.4 280.5
At center
Pre-peak 3.5 14.8 296
Post-peak 75.7 112.4 289

Table 4: CMOD rate (m/s)

Loading velocity (mm/s)
7.5 30 3000
Pre-peak 0.002 0.0094 0.17
Post-peak 0.13 0.242 1.26
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Figure 9: The CMOD history at 7.5, 30 and 3000 mm/s
respectively.

5.4 CMOD history

The crack mouth opening displacements for loading
velocities, v = 7.5, 30, 3000 mm/s were obtained nu-
merically at the central line of the bottom surface of
the beam. The CMOD curves for aforementioned ve-
locities are plotted in Figure 9. The curves exhibit
a similar trend for all the loading velocities. They
consist of two sections with different and approxi-
mately linear slopes; let us call them as the first and
the second slope, the turning point is in correspon-
dence with the time of reaching peak load. The de-
tailed information is shown in Table 4. For loading
velocity v=7.5 and 30 mm/s, the first slope changes
by approximately the same factor by which the veloc-
ities are scaled; after the peak load, the CMOD rate
is suddenly increased by around two orders of magni-
tude compared with that before peak load. This also
means that the crack propagation shows a transition
from stable to unstable state. While for loading ve-
locity v=3000 mm/s, the CMOD rate before the peak
load and after the peak load is similar, the whole crack
propagation is unstable. As seen earlier, this trend is
similar as compared to the crack tip position curves
(Figure 7).

5.5 Crack patterns

We paid close attention to the crack patterns of the
reinforced beams at three characteristic point of the
loading process: the intermediate time between the
time of crack initiation and the time of reaching the
peak load, the time of reaching the peak load and
the time of breaking the beam. These patterns are
illustrated from the loading plane (middle surface),
as shown in Figure 10. It shows that the crack pat-
terns are similar for the two smaller loading veloci-
ties, whereas for 3000 mm/s, the crack is noticeably
more advanced.
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Figure 10: The main crack front advancing (the thick
line within the frame) and micro crack formation (the
thin lines which coincide with the element bound-
aries) for loading velocity of 7.5, 30, and 3000 mm/s.



6 CONCLUSIONS

We have compared the numerical load-displacement
curves to the experimental counterparts for three-
point-bend beams lightly reinforced with steel re-
bars. We have extracted numerically the crack tip ve-
locity and CMOD history. The results suggests a two-
stage crack propagation. The first stage corresponds
to the stable crack advance, the second one, the unsta-
ble collapse of the beam. Both the crack tip velocities
and the CMOD rate have a linear dependence depend-
ing upon the factor by which the loading velocity is
scaled for the first slopes. The second slope does not
depend on the loading velocity and hence it exhibits
similar slopes for all loading velocities. The crack pat-
terns advancing at different stages are also analyzed.
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