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ABSTRACT: The paper presents a technique for estimation of the size and shape of an inelastic zone evolv-
ing around the crack tip during tensile failure in quasi-brittle silicate-based composites. The technique is 
based on amalgamation of several concepts dealing with failure of structural materials, i.e. multi-parameter 
linear elastic fracture mechanics, classical non-linear fracture models for concrete, and the plasticity ap-
proach. Much attention is paid to the accurate description of the stress field in cracked specimens by means of 
two-parameter linear elastic fracture mechanics, particularly those used for wedge splitting test. The benefit 
of the proposed technique is expected to be viewed through the perspective of the determination of fracture 
characteristics describing the tensile failure of quasi-brittle silicate-based composites. The method is demon-
strated using an example of a wedge-splitting fracture test on a compact tension specimen borrowed from lit-
erature. Reasonable utilization of the method was therefore a motivation for precise FEM analyses which 
were performed to enable sufficiently accurate description of the near-crack-tip stress field by two-parameter 
fracture mechanics. 

1 INTRODUCTION 

1.1 Fracture process zone and determination of 
fracture-mechanical characteristics 

The existence of a fracture process zone (FPZ) ac-
companying the tensile failure of quasi-brittle mate-
rials is a well-known phenomenon. It has been veri-
fied experimentally (see e.g. van Mier 1997, Shah et 
al. 1995) and is widely accepted by the research 
community in the field of concrete fracture. The FPZ 
also plays an important role (but only sketchily, phi-
losophically) in some theories developed for captur-
ing the nonlinear character of tensile failure of such 
materials (Bažant & Oh 1983, Bažant & Kazemi 
1990, Hu & Duan 2004, Duan et al. 2003a, 2006). 
However, the physical properties of the FPZ, i.e. its 
real size and shape, do not enter the existing proce-
dures of fracture parameters determination, particu-
larly those determining the specific fracture energy 
(RILEM 1985). This is true in spite of the fact that 
many researchers put the size and geometry effect 
(or the boundary effect) on the fracture parameters 
directly in the context of the mutual relationship of 
the spatial characteristics of the FPZ and the speci-
men (i.e. its size, shape, boundary conditions) 
(Bažant 1996, Duan et al. 2003a,b, 2006, Hu & 
Wittmann 1992, 2000, Hu & Duan 2004, Karihaloo 

et al. 2003). Therefore, the research on the incorpo-
ration of the FPZ properties into procedures for the 
determination of fracture parameters of quasi-brittle 
materials seems to be promising. 

In this paper, a proposal of such a technique is 
sketched which is aimed at eliminating or minimiz-
ing the above-mentioned effects. The method is 
based on the relation of the work of fracture, i.e. the 
energy dissipated in the fracture mechanisms in the 
vicinity of the macroscopic crack tip, to the volume 
of the zone in which the failure processes take place. 
The paper proposes the construction of the FPZ 
based on a combination of several approaches: i) 
multi-parameter linear elastic fracture mechanics via 
the stress field approximation in the cracked body, 
ii) equivalent elastic crack models via the estimation 
of the location of the crack tip during the fracture 
process, iii) the plasticity theory via the estimation 
of the zone of the current onset of material failure, 
and iv) cohesive crack models via the introduction of 
the cohesive law into the procedure of the FPZ range 
estimation. Special attention is paid to the point i) in 
the paper, i.e. to the accurate description of the near 
crack-tip stress field in the test specimen, particu-
larly in the wedge-splitting test configuration.  

In the case of quasi-brittle materials the FPZ size 
substantially exceeds a range in which the stress 
state in a cracked body can be described accurately 



enough only by means of classical linear fracture 
mechanics. Therefore the constrain-based fracture 
mechanics considering several initial terms of Wil-
liams’ series (Williams 1957) approximating the 
stress field in the cracked body is used to describe 
the more distant surroundings of the crack tip. The 
procedure of the estimation of the FPZ is illustrated 
on examples of the results of wedge-splitting frac-
ture tests taken from literature (Xu et al. 2007). 

1.2 Wedge-splitting test geometry 

A convenient alternative to usual bending or tensile 
tests for determination of the fracture parameters of 
cementitious composites presents the wedge split-
ting test (WST) proposed by Linsbauer & Tschegg 
(1986) and later developed by Brühwiler & Witt-
mann (1990). The WST is an adaptation of the stan-
dard compact tension (CT, see e.g. ASTM 2000) test 
which eliminates the disadvantages stemming from 
the usually insufficient toughness of the fittings be-
tween the CT specimen and the testing machine 
(cumulation of elastic energy resulting in worse sta-
bility of the test). The WST is extensively used for 
various experimental studies and recently an in-
crease in usage of the testing method has been regis-
tered (e.g. Kim & Kim 1999, Löfgren et al. 2005, 
Østergaard et al. 2002, Xu et al. 2007) 

Determination of the fracture-mechanical proper-
ties of materials from records of fracture tests is 
conditioned by a proper fracture-mechanical de-
scription of the test in question. In the case of com-
mon testing geometries relevant information can be 
found summarized in the classical works from the 
field of fracture mechanics (e.g. Anderson 2004, for 
concrete e.g. Bažant & Planas 1998, Karihaloo 1995, 
Shah et al. 1995), handbooks (Tada et al. 2000, Mu-
rakami 1987) or other works (Knésl & Bednář 
1998). Fracture parameters for the WST are not so 
widely reported. Stress intensity factors for particu-
lar variants of the WST (cube-shaped specimens) 
can be found e.g. in Guinea et al. (1996), RILEM 
(1991). However, they are utilizable within the clas-
sical (single-parameter) fracture mechanics approach 
only, which is inaccurate (insufficient) for applica-
tion in the case of quasi-brittle fracture. Expressions 
of the terms of Williams’ series approximating the 
stress field in the cracked body up to the order of 5 
for particular dimensions and boundary conditions 
of cube-shaped WST specimens were introduced in 
Karihaloo et al. (2003). These results are valid only 
for a limited range of variants of boundary condi-
tions (configurations of load and supports on the 
bottom side of the specimen). 

This paper brings a partial refinement of those re-
sults, as boundary conditions of the WST test are 
considered in a more realistic way in the presented 
calculations. However, the refining is performed in 

the framework of two-parameter fracture mechanics 
only. The problem is solved numerically by means 
of the finite element method; the K-factor and the T-
stress for a particular case of cube-shaped WST 
specimens are determined. 

2 THEORETICAL BACKGROUND 

2.1 Multi-parameter linear elastic fracture 
mechanics 

Asymptotic stress and displacement fields in a cracked 
body (i.e. the fields for the very vicinity of the crack 
tip) can be described by only one single parameter – 
usually the stress intensity factor K – within the 
scope of classical linear elastic fracture mechanics 
(LEFM). The failure of an ideally brittle material 
starts at a single point, the crack tip, for which the 
asymptotic description holds true. In the case of 
quasi-brittle materials, however, the FPZ arises and 
evolves around the crack/notch tip; the size of this 
zone cannot be neglected in relation to the dimen-
sions of the cracked body (including the crack 
length). The FPZ size substantially exceeds the range 
in which the stress state can be described accurately 
enough only by means of classical linear fracture 
mechanics, i.e. based only on the K-factor.  

2.1.1 Near-crack-tip stress field approximation 
Williams’ solution for an elastic homogeneous 2D 
body with a crack (Williams 1957, Knésl & Bednář 
1998) provides an approximation of stress and de-
formation fields by means of its expansion into 
a power series. For a stress tensor it holds: 
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where r, θ = polar coordinates, coefficients An = known 
constants and fij = known functions. A closer look at 
the three stress components reveals the following 
form: 
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The first term of the series is singular with regard 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



to the distance r from the crack tip and the constant 
A1 at this term corresponds to the stress intensity 
factor K. The second term is constant with respect to 
the value of r and is referred to as T-stress. The rest 
of the terms take finite values for arbitrary r.  

For an approximate description of stress and de-
formation fields in the vicinity of the crack tip it is 
possible to consider only the first term (in the case 
of classical fracture mechanics) or the first two 
terms (in the case of two-parameter fracture mechan-
ics) of the series and neglect the terms for n > 2, as 
they converge to zero for r → 0. However, if the 
more distant surroundings of the crack tip need to be 
described, which is the case with quasi-brittle mate-
rials, higher order terms of Williams’ series must be 
taken into account. This approach can be referred to 
as an application of multi-parameter LEFM. 

2.1.2 Determination of the stress field 
In the fracture mechanics approach, the interest is 
focused on the singularity point (crack tip) where 
stress becomes (mathematically, but not physically) 
infinite. Near such singularities usual polynomial-
based finite element approximations perform badly. 
Therefore, singular elements should be used around 
the singularity point. Along the singular element 
edges the derivatives ∂u/∂x (strain) vary as 1/r where 
r is the distance from the corner node at which the 
singularity develops. 

In the linear elastic problem, the stress intensity 
factor K and the T-stress values can be computed by 
means of the finite element method using various 
procedures (for a review see e.g. Ayatollahi 1998, 
Xiao & Karihaloo 2007). In this contribution both 
the direct technique (Yang & Ravi-Chandar 1999) 
and quarter-point crack-tip elements (Tan & Wang 
2003) are used. Generally, the direct methods need 
extreme mesh refinement close to the crack tip in 
comparison with the method employing quarter-
point elements. For the direct method the estimation 
of the fracture parameters is derived directly from 
the singular stress description, see Equation 2. 

2.2 Classical non-linear fracture models for 
concrete 

The characteristic features of quasi-brittle fracture 
were briefly noted in the introduction. The funda-
mental characteristic of the tensile failure of quasi-
brittle materials is the existence of the FPZ at the 
macroscopic crack tip. This phenomenon is the rea-
son for the non-linear fracture behaviour of the ma-
terials in question and introduces the main topic of 
the paper. 

2.2.1 Equivalent elastic crack models 
The simplest non-linear models within the mechan-
ics of continuum capturing the “real” fracture behav-

iour of concrete are known as equivalent elastic 
crack models. They simulate the cohesive fracture of 
quasi-brittle materials by replacing the real body, 
which has a crack of a certain initial length and a 
FPZ ahead of it, with a brittle body with an effective 
crack longer than the initial one, and then forcing 
both bodies to exhibit the same structural behaviour. 
The essential advantage of these models is the 
LEFM apparatus preserved for the analyses within 
these models.  

A representative of this group utilized in the pre-
sented research is the effective crack model (Nal-
lathambi and Karihaloo 1986).  

2.2.2 Cohesive crack models 
More accurate models considering the mutual cohe-
sive effect of crack faces in the vicinity of the crack 
tip, which is typical of quasi-brittle materials, are re-
ferred to as cohesive crack models (Hillerborg et al. 
1976, Bažant & Oh 1983). According to this ap-
proach a crack and the FPZ evolving in front of the 
crack tip in a quasi-brittle body are modelled by an 
extension ∆a of the original crack of length a on 
a distinct section of which the crack faces are 
clamped by cohesive forces.  

A technique for reconstruction of the FPZ size 
and shape introduced hereinafter employs tools of 
the fictitious crack model by Hillerborg et al. (1976) 
which is a representative of cohesive crack models 
for quasi-brittle materials. 

2.3 Determination of crack-tip plastic zone – 
plasticity theory 

The size and shape of the plastic zone in elastic-
plastic materials influence the fracture behaviour 
substantially (see e.g. Knésl & Bednář 1998, Knésl 
et al. 2000). In the procedure of the plastic zone con-
tour calculation an equivalent (comparative) near-
crack-tip stress field amplitude, determined e.g. from 
principal stresses by using of von Mises’ or Tresca’s 
failure criterion, is compared with a particular criti-
cal value (Anderson 2004), which is the value of 
yield stress or yield stress in shear, respectively. 
Equation 2 can be rearranged in these cases into 
a closed form that explicitly returns the radius r for a 
particular angle θ. In the case of the stress field de-
scription using even more terms of Williams’ expan-
sion than two it is convenient to calculate the values 
of r for a selected sequence of θ numerically, e.g. by 
Newton’s method. 

3 METHOD PROPOSAL 

As was noted above, the proposed technique for de-
termination of “true” fracture characteristics should 
relate the energy dissipated within the various fail- 

Proceedings of FraMCoS-7, May 23-28, 2010

hThD ∇−= ),(J                             (1) 
 

The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 

 

nsc
w

s

e
w

c

e
w

h
h

D
t

h

h

e
w

&&& ++
∂

∂

∂

∂

=∇•∇+
∂

∂

∂

∂

− αα

αα

)(

    

(3)

 
 

where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
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relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



ure mechanisms in the FPZ to its volume in order to 
eliminate or considerably decrease the effects of the 
size, shape and boundary conditions of the specimen 
on the parameters evaluated from the records of 
fracture tests performed on laboratory specimens.  

3.1 FPZ extent estimation 

The proposed concept of the construction of the size 
and shape of the FPZ is based on an amalgamation 
of several approaches which are listed in the follow-
ing subsections. These approaches are used within 
the processing of fracture test records; typically 
load–displacement diagrams (P–d, P–CMOD). 

3.1.1 Estimation of effective crack tip 
The effective crack length in the loaded body for 
each loading step (i.e. each point of the P– CMOD 
diagram) is determined based on the change of se-
cant compliance of the body between the initial and 
the current stage of the fracture process by using the 
effective crack model (Nallathambi & Karihaloo 
1986, Karihaloo 1995), see Section 2.2.1. 

3.1.2 Estimation of the crack-tip stress field  
For the approximation of the stress field within the 
specimen with the current crack length (correspond-
ing to current stage of fracture according to its loca-
tion on the P– CMOD diagram) the multi-parameter 
fracture mechanics (see Section 2.1) is utilized. The 
stress state in a body with an effective crack is ap-
proximated through Williams’ power series, whereas 
the number of terms of the series has to be chosen 
with respect to the mutual relation between the ex-
pected FPZ size/shape and the size/shape of the 
body (with respect to the distance of the FPZ to the 
free boundaries of the body). 

3.1.3 Estimation of “plastic” zone at the effective 
crack tip  

The extent of the zone where the until-now elastic 
material starts to fail is determined by comparing the 
proper characteristic of the stress state around the 
crack tip (some sort of equivalent stress σeq, for ce-
mentitious composites e.g. the Rankine, Drucker-
Prager or another suitable failure criterion can be 
employed) to tensile strength ft of the material. 

3.1.4 Estimation of crack opening profile 
The crack opening displacement values at the 
propagating crack faces are calculated from appro-
priate LEFM formulas, e.g. those from Tada et al. 
(2000), Murakami et al. (1987).  

3.1.5 Estimation of cohesive zone extent 
In agreement with the cohesive crack approach, the 
FPZ is supposed to extend from the zone of the cur-
rent failure around the current crack tip, where the 

selected stress state characteristic (equivalent stress 
σeq) exceeds the tensile strength ft, up to a point at 
the crack faces where the value of crack opening 
displacement w reaches its critical value wc (i.e. the 
value of cohesive stress drops to zero).  

This method of FPZ definition for the current 
crack tip is based on the assumption that the energy 
dissipation in the failure processes occurs at those 
points in the body where the equivalent stress σeq 
appropriate to the prior stages of the fracture has ex-
ceeded the tensile strength ft (failure mechanisms 
started to proceed there), and simultaneously the 
value of cohesive stress σ(w) corresponding to the 
prior crack tip plastic zone is positive.  

A detailed description of the construction of the 
FPZ evolving during fracture in quasi-brittle materi-
als can be found in Veselý et al. (2009), Veselý & 
Frantík (in prep.). In this paper, only examples of 
the reconstructed FPZs are shown evolving at the 
crack tip during the fracture process in WST speci-
mens. 

3.2 Work-of-fracture specification by the stress free 
crack area and the FPZ volume 

The size of the FPZ is significant in the case of 
quasi-brittle materials; moreover it is a spatial issue. 
Methods for the determination of fracture parame-
ters based on classical non-linear models for con-
crete fracture ignore the 3D character of this zone. 
For that reason, the specimen size, shape and bound-
ary conditions have an observable influence on frac-
ture-mechanical parameters determined in such a 
way. According to the best knowledge of the au-
thors, there exists no consistent research relating 
quasi-brittle fracture behaviour to the explicit ex-
pression of the FPZ size and shape. However, exten-
sive numerical experiments (Veselý et al. 2007, 
Řoutil et al. 2008) clearly demonstrated the need to 
link the fracture behaviour of quasi-brittle materials 
to FPZ parameters.  

The authors attempted to separate the energy 
amounts consumed via the two basic different en-
ergy dissipation mechanisms (the Griffith-Irwin one 
and the Dugdale-Barenblatt one) during quasi-brittle 
fracture and to specify them using the spatial charac-
teristics of the propagating crack and the FPZ evolv-
ing at its tip (Veselý et al. 2009). The portion of en-
ergy consumed in order to create new crack surfaces 
is specified by the area of the projection of the sur-
faces to the crack plane resulting in a critical energy 
release rate referred to as fracture energy Gf, the 
value of which is assumed to be a material property. 
The other part of the entirely dissipated energy is 
consumed in the failure mechanism taking place in 
the FPZ. This value is specified by the volume of the 
FPZ, resulting in the spatial energy dissipation den-
sity Hf.  
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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relative humidity, h, degree of hydration, αc, and 
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= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



The progress of the quantities Gf and Hf during 
the fracture process is being intensively investigated 
at present by using the proposed method by the au-
thors. Since there still exist some unresolved issues 
within the methodology, only the first part of the re-
search described above is presented in this paper, i.e. 
the reconstruction of the size and shape of the FPZ 
during fracture process. The method is being imple-
mented into a software tool developed as a Java ap-
plication (Veselý & Frantík 2008).  

4 FEM MODELLING 

4.1 Model preparation, input parameters, 
evaluation techniques 

The numerical analysis of the near-crack-tip stress 
field was performed for a case of the cube-shaped 
WST specimen with dimensions similar to those 
considered in Karihaloo et al. (2003). However, 
unlike their work where only the splitting force Psp 
was assumed, our work also considers the vertical 
components Pv of the load transmitted to the speci-
men through the wedge, which influences of course 
also the boundary conditions at the bottom surface 
of the specimen. The differences in the boundary 
conditions are evident from the Figure 1.  

For numerical analysis the following values of 
the dimensions were used: W = 100 mm, e = 35 mm, 

f = 30 mm, h = 10 mm, dn = 20 mm (see Fig. 1b). 
The initiation notch of length c was modelled as a 
crack where its length varied so that parameter 
α = a/W lies in the interval from approx. 0.2 to 0.9. 
The material input data values for a particular case 
of concrete were used as follows: Young’s modulus 
E = 44 GPa and Poisson’s ratio ν = 0.2.  

A typical finite element mesh used in the compu-
tations is shown in Figure 2 (left), together with 
boundary conditions. A detailed view of the small 
region near the crack tip with a quarter point ele-
ment is shown in Figure 2 (right). The size of the 
smallest element in the crack tip is 5 × 10

-5
 mm. The 

computations were carried out in the commercial 
ANSYS (Ansys 2005) FEM code  

4.2 Results of the analyses 

Numerically calculated values of the stress intensity 
factor K and T-stress were normalized to dimen-
sionless functions k(α) and t(α) in order to compare 
them with the data from literature. In accordance 
with Karihaloo et al. (2003) the K-factor can be cal-
culated using the formula 
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and the functions k(α) and t(α) are defined as 
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Figure 1. WST geometry – boundary conditions and dimensions from: a) Karihaloo et al. (2003), b) Seitl et al. (2009a,b), Xu et al. 
(2007).  
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
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s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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where σ = Psp/BW, BW = cross-section area of the 
specimen, A1, A2 = coefficients of the first and sec-
ond term of Williams’ series. Comparisons of the 
functions k(α) and t(α) from our own computations 
corresponding to Figure 1b) and data by Karihaloo 
et al. (2003) corresponding to Figure 1a) are de-
picted in Figures 3 and 4, respectively. 

From these figures it is evident that the loading 
arrangements and the supports on the bottom side of 
the specimen influence the values of k(α) only neg-
ligibly (apart from the region of very short ligament 
lengths where the results are burdened by a consid-
erable error), in contrast to the function t(α) where 
the influence is more pronounced, especially in the 
interval α ∈ (0.3; 0.8). Note that the interval is 
commonly used within the measurement of fracture 
parameters in the case of the mentioned WST ge-
ometry. It is expected that higher order terms of Wil-
liams’ series will be affected even more (the higher 
term the higher influence). 

5 EXAMPLE 

The above-mentioned method has already been 
tested on cases of the three-point bending of notched 
beams (Veselý et al. 2009, Veselý & Frantík, in prep.). 
As an illustration of the developed procedure function-
ing two selected tests of a rather extensive experimen-
tal WST campaign carried out by Xu et al. (2007) 
were chosen. The tests were performed on several 
sizes W varying from 200 mm to 1000 mm. The shape 
of the specimens is depicted in Figure 1c) where the 
dimensions of the selected specimens can also be 
found whose fracture process was reconstructed by the 
developed procedure in this paper. 

 

 
Figure 5. Two selected load–displacement diagrams from ex-
perimental campaign carried out by Xu et al. (2007). 
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Figure 2. The finite element mesh used in the computations: left – one half of the WST specimen, right – detailed view of the small 
region near the crack tip (quarter-point crack-tip element was used). 
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Figure 3. Dimensionless function k(α).                  Figure 4. Dimensionless function t(α). 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 
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where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



The P–CMOD diagrams recorded during the two 
selected tests are displayed in Figure 5. In each 
graph there are five points emphasized which corre-
spond to the values of relative equivalent elastic 
crack α equal to 0.5, 0.6, 0.7, 0.8, and 0.9. Note that 
the relative notch length α0 was 0.4. For the recon-
struction of the FPZ at individual stages of the frac-
ture the following parameters/models were used:  

- 5 terms of Williams’ series for the stress field 
approximation (2 by Seitl et al. 2009a,b, the other 3 
by Karihaloo et al 2003 – chosen because of better 
appropriateness even though being inconsistent); 

- Rankine failure criterion, tensile strength 
ft = 4 MPa (corresponding approximately to com-
pressive strength fc = 53.3 MPa reported in Xu et al. 
2007); 

- Exponential tension softening law σ(w), fracture 
energy Gf = 85 Jm

-2
 (corresponding approximately 

to GF/2.5 where GF reported by Xu et al. 2007 was 
equal to 205 and 284 Jm

-2
 for the small and the large 

specimens, respectively). 
Figure 6 displays a sequence of the FPZs evolv-

ing during the fracture in the two studied WST 
specimens. Stages corresponding to the points high-
lighted in the P–CMOD curves drawn in Figure 5 
are depicted including the representation of the co-
hesive stress intensity. The stepwise (layered) char-
acter of the FPZs is caused by the relatively sparse 
sequence of points in the P–CMOD diagrams. 

6 DISCUSSION OF RESULTS 

6.1 Description of near-crack-tip stress field in 
WST specimens 

The results of the performed computations were 
compared with the data found in literature. The basic 
conclusion following from this analysis is that the 
influence of the vertical compressive component of 

the loading force and the reaction from the supports 
at the bottom surface of the specimen are much 
stronger on the values of T-stress than on the K-
factor (the influence on the K-factor is negligible). 
Based on this fact it may be expected that the higher 
order terms of Williams’ series will be influenced 
even more. Therefore, a proper numerical analysis of 
the stress field must be performed in the case of any 
change of the specimen shape or boundary condi-
tions in order to approximate the stress field in the 
testing specimens precisely.  

6.2 Estimation of the FPZ extent 

Applications of the developed method on testing re-
sults of the three point bent notched beams and the 
WST specimens provided satisfactory results con-
cerning the estimation of the FPZ extent. However, 
particular issues that are worth deeper investigation 
must be addressed. The procedure does not (still) 
take into account the possible redistribution of 
stresses within the technique of estimating the cur-
rent zone of the material failure. Therefore, the FPZ 
width is underestimated in the initial stages of the 
fracture and overestimated in stages when a substan-
tial part of the cohesive zone has already been 
formed. Particular attention must also be paid to the 
number of terms of Williams’ series taken into ac-
count for the FPZ evaluation as well as to the selec-
tion of an appropriate failure criterion. The tensile 
strength and parameters of the considered cohesive 
law also play a significant role within this issue. 

7 CONCLUSIONS  

The finite element analysis of the near-crack-tip 
stress field for a particular variant of the cube-
shaped WST specimen was performed by means of 

 
Figure 6. Evolution of the FPZ during fracture through the ligament of WST specimens – two selected cases from experimental 
campaign carried out by Xu et al. (2007) (intensity of the cohesive stress within the FPZ is depicted).  
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 

 

nsc
w

s

e
w

c

e
w

h
h

D
t

h

h

e
w

&&& ++
∂

∂

∂

∂

=∇•∇+
∂

∂

∂

∂

− αα

αα

)(

    

(3)

 
 

where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



the constraint-based two-parameter fracture mechan-
ics approach. The compressive component of the 
loading force (apart from the splitting one) together 
with corresponding reactions from supports on the 
opposite side of the specimen was considered, which 
refines the parameters reported for the testing ge-
ometry in literature.  

In the paper a method is also sketched which pro-
vides estimation of the size and shape of the fracture 
process zone which is a typical feature accompany-
ing the fracture process in quasi-brittle materials. 
This method employs a combination of various ap-
proaches from different fields of the theory of frac-
ture mechanics and plasticity. This technique is be-
ing developed in order to create/refine procedures 
which enable the determination of fracture parame-
ters of quasi-brittle materials independent of the 
size, shape and boundary conditions of laboratory 
test specimens. The procedure relates the energy dis-
sipated in the FPZ to its volume and is currently un-
der intensive development, investigation and testing 
by the present authors.  
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
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= age-dependent sorption/desorption isotherm 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 
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where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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