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Abstract. Explosive thermal spalling behavior during fire exposure is one of the major issues in the
design of modern reinforced concrete structures. However, spalling mechanisms and their interaction
still remain in dispute in the scientific community. In order to shed some light on this phenomenon, a
discrete hygro-thermal model of concrete at high temperature called DTemPor3 is proposed and a full
coupling scheme between DTemPor3 and the Lattice Discrete Particle Model (LDPM) is adopted. The
proposed multi-physical coupled model features the effect of pore pressure and temperature on the
mechanical response as well as the impact of cracking on moisture mass transport and heat transfer.
This proposed model can reproduce the explosive spalling phenomenon and only when the effect
of thermal stresses is taken in account along with the effect of pore pressure on crack initiation, as
demonstrated by the numerical simulations.

1 INTRODUCTION

Concrete tends to be very sensitive to ex-
plosive spallling when it is exposed to fire and
its sensitivity to this phenomenon must be con-

sidered and controlled in the design and con-
struction of reinforced concrete structures, es-
pecially for the design of tunnels. As a re-
sult, thermal spalling of concrete has been a hot
topic for the scientific community over the last
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30 years. However, the main driving mecha-
nisms are not completely clear due to the com-
plex interaction of heat transfer, moisture mass
transport, as well as mechanical and chemical
behavior of concrete at high temperature. On
the one hand, the pressure builds up in the con-
crete pores as a consequence of the physically
and chemically bound water in the cement that
vaporizes at high temperature, and it leads to
tensile stresses in the heated concrete [1]. On
the other hand, the restrained thermal dilation
generate a biaxial state of stress with compres-
sive stresses parallel to the heated surface and
tensile stresses perpendicular to the heated sur-
face [2]. Internal stresses build up as a result of
the combined effect of pore pressure increase,
thermal stresses derived from temperature gra-
dients, mismatch between the deformation of
different constituents, and the shrinkage associ-
ated with water release [3,4]. When the internal
stresses exceed the maximum tensile strength,
cracks and/or spalling occur.

Although some reasonable discussions on
the various mechanisms were given in previous
studies [5–7], there were no evident results per-
suading other researchers because the dynamic
explosive fragmentation due to the spalling phe-
nomena was not simulated correctly by the tra-
ditional continuous finite element approaches.
Therefore, this study responds to an actual need
for a reliable computational tool capable of sim-
ulating the dynamic explosive fragmentation
during spalling.

In this study, a discrete temperature and
pore vapor pressure model in 3D (called DTem-
Por3) is formulated and implemented within
the framework of the Lattice Discrete Particle
Model [9]. The spalling phenomena observed
in the experiments [12] are reproduced and the
main driving mechanisms are discovered.

2 The Computational Framework
2.1 The Lattice Discrete Particle Model at

high temperature
The Lattice Discrete Particle Model

(LDPM), originally formulated by Cusatis et
al. [9], is able to accurately capture the fail-

ure behavior of concrete at room temperature
as demonstrated in many previous studies. This
study proposes an improvement of LDPM in or-
der to allow the simulation of concrete behavior
at high temperature.

Figure 1: LDPM geometry. (a) Concrete mesostructure
in 2D; (b) Delaunay triangulation in 2D; (c) LDPM cells
in 2D; (d) LDPM particles in 3D; (e) LDPM cells in 3D;
(f) LDPM facets.

LDPM simulates the concrete mesostructure
by taking into account the interaction of coarse
aggregate pieces. Coarse aggregate pieces
with different size are randomly placed inside
the concrete volume following the Fuller sieve
curve. A typical aggregate distribution is shown
in Fig. 1(a) in 2D and (d) in 3D. The Delaunay
tetrahedralization is used to connect the centers
(termed “nodes”) of the spherical particles to
produce tetrahedra. The edges of the tetrahedra
form the lattice system that describes the inter-
action between adjacent particles as shown in
Fig. 1(b) in 2D. A domain tessellation is per-
formed to define a set of 12 potential failure
locations (termed “facets”) in each tetrahedron
(see in Fig. 1(f)). The tessellation procedure is
described in detail in Cusatis et al. [9]. By con-
necting the facets surrounding each aggregate
center, a system of polyhedral cells is obtained
as illustrated in Fig. 1(c) in 2D and (e) in 3D.

The facet strains between two adjacent Tet-
nodes are defined as e = [eN eM eL]T, where
eN = nTJuK/l is the normal strain component,
eM = mTJuK/l and eL = lTJuK/l are the tan-
gential strain components, JuK is the displace-
ment jump at the centroid of the facet, l is the
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tetrahedron edge associated with the facet and
n, m, and l are unit vectors normal and tan-
gential to each facet. By assuming additivity
of strains, one can write:

ė = ės + αT Ṫn (1)

in which es represents stress-related strains and
the term αT Ṫ represents the thermal expansion
is the main impose normal strain, Ṫ is the tem-
perature rate and αT (T ) is the thermal expan-
sion coefficient which is an overall result of the
cement shrinkage and aggregate dilatation oc-
curring at high temperature [2].

The LDPM elastic behavior is described by
assuming that the normal and shear tractions
acting on the solid skeleton proportional to the
corresponding strains. One can write ts =
[tsN tsM tsL]T, where tsN = ENe

s
N is the normal

component, tsM = ET e
s
M and tsL = ET e

s
L are

the shear components; EN = E0, ET = αE0,
E0 is the effective normal elastic modulus esti-
mated by Young’s modulus and Poisson’s ratio.
α = 0.25 is the shear-normal coupling parame-
ter. The detail constitutive relations describing
the inelastic behavior are formulated in Cusatis
et al. [9].

The mesoscopic crack opening vector asso-
ciated with each facet can be calculated as δ =
δNn+δLl+δMm, where δN = l (esN − tsN/EN),
δL = l (esL − tsL/EL), δM = l (esM − tsM/EM).
δN is its normal component, and δM and δL are
two shear components related to the sliding of
crack surfaces.

Thermal degradation in LDPM is introduced
through the following function:

fd = 1− exp(nd)Θ

1−Θ(1− exp(nd))
(2)

where nd is the parameter controlling the shape
of the thermal degradation evolution and Θ
is a temperature level variable, Θ = (〈T −
Ts〉)/(Tm − Ts), Ts is the temperature at which
concrete starts to degrade and Tm is the temper-
ature at which concrete starts to melt. LDPM
material parameters, σt, σs, E0, σc0 and σN0

are assumed to decay proportional to fd in

Tab. 1. The thermal degradation formulations
are calibrated by unconfined uniaxial compres-
sion tests, triaxial compression tests, and tensile
strength tests available in the literature. The ten-
sile characteristic length (lt) and all the other is
assumed to remain constant.

Table 1: Thermal degradation of LDPM parameters

Parameters Ts Tm nd
Unit [ ◦C] [ ◦C] [−]
σt Tension strength 274 1000 0.4

σs
Compression
strength

274 1000 0.4

E0
Effective normal
elastic modulus

20 1000 0.7

σc0
Compression
yielding strength

340 1000 0.2

σN0
Transitional
strength

340 1000 0.2

At high temperature, concrete internal stress
is not only caused by the deformation but also
by water or vapor pressure in the pores. Hence
the total stress vector on each facet can be com-
puted as:

t = ts − bpn (3)

where, p is pore pressure and b is the Biot coef-
ficient [13, 14] which is assumed to be equal to
1 unless otherwise mentioned in the current for-
mulation [5]. Finally, equilibrium equations are
obtained through the force and moment equi-
librium of each cell surrounded by a group of
facets. ge

2.2 The Hygro-Thermal model
Considering the discrete character, the

hygro-thermal equations are formulated with
reference to a 3D network of 1D elements an-
chored to the LDPM geometry [14]. Let’s con-
sider two Tet-points inside two adjacent LDPM
tetrahedra labeled as node “T1” and “T2” in the
2D representation of Fig. 2 (a). The segment
connecting T1 and T2 is called “Flow Lattice
Element” (FLE12). Each FLE has an associ-
ated volume, and the average of pore pressure
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and temperature on “T1” and “T2” represent the
mass thermodynamic state in the FLE12 domain
volume. Accordingly, for each FLE, the mass
and heat balance equations can be written as:

d
dt

(Vwiww + Vciwc) = Aw

(
D1

p2−p1
l12

+D2
T2−T1
l12

)
(4)

d
dt

(VwiUw + VciUc) = Aw

(
D3

p2−p1
l12

+D4
T2−T1
l12

)
(5)

where, t is time; pi(t) and Ti(t) are pore pres-
sure and temperature at Ti, (i = 1, 2); Vw =∑2

1 Vwi is the FLE12 domain volume; l12 =∑2
1 li is the FLE12 length and the superscript

i = 1, 2 identify variables relevant to the Side
T1 and the Side T2, respectively. In Fig. 2 (b),
a is the unit vector orthogonal to the tetra-
hedron face P1P2P3, and e is the direction of
FLE12 from T2 to T1. The projection of the
area P1P2P3 (A4) in the e direction is defined
as Aw = −A4aTe. One can write Vw =
l12Aw/3 and the domain volume increase is as-
sumed to come from the initiation and prop-
agation of cracks on the corresponding facets
(Vc =

∑2
i=1

∑3
j=1(δiNPjA

i
FPj)) and the elastic

volume increase of Vwi is neglected. δiNPj de-
notes the normal crack opening of a facet con-
necting with Ti and AiFPj is the corresponding
facet area.

Figure 2: Flow Lattice Element (FLE) system geome-
try. (a) FLE generation in 2D. (b) FLE in 3D. (c) LDPM
facets related to mass transport. (d) LDPM facets related
to heat transfer.

ww(p, T ) denotes the water mass per unit
volume of uncracked material which can be di-
vided into evaporable water (we), and water re-

leased by dehydration (wd) at high tempera-
ture. The we(T, p) is controlled by the desorp-
tion isotherms equilibrium curves presented by
Bažant et al. [2]. The evaporable water con-
tent in concrete at high temperature can be ex-
pressed as a function of relative humidity (h =
p/psat(T )). If h 6 0.96, we = c(hw0/c)

1/miso .
If h ≥ 1.04, we = wf [1 + 0.12(h − 1.04)].
Otherwise, when 0.96 < h < 1.04, we =
w1.04
e −(w1.04

e −w0.96
e )(1.04−h)/0.08. In above,

c is the cement content per unit volume of con-
crete, w0 is the water content in unit volume of
saturated concrete at 25 ◦C, wf = w0 + wd de-
notes water content in unit volume of saturated
concrete at any temperature, miso is a temper-
ature dependent coefficient defined as miso =
1.04 − (TC + 10)2/[(TC + 10)2 + 22.3 × 352].
The pore pressure at saturation, psat, could be
found in [7].
wd(T ) gradually releases in the pores for

temperatures ranging from 105 ◦C to 1000 ◦C.
The empirical equation proposed by Gawin et
al. [7] is used as evolution law for this process.
If T 6 105◦C, wd = 0. Otherwise, when
T > 105◦C, wd = 0.32α∞c cfwd(Tmax(t)), in
which, α∞c = 1.032wmix/c/(0.194 + wmix/c)
is the asymptotic hydration degree [15]; wmix is
the initial water in the concrete mix; Tmax is the
highest temperature reached by concrete during
heating; fwd(T ) is a dimensionless function of
temperature which could be found in [7].
Uw(p, T ) denote the heat content per unit

volume of uncracked material. It can be ex-
pressed as the algebraic sum of the heat den-
sity in the uncracked material and the heat con-
sumption due to the dehydration. One can write
as Uw = Us−Ud, where Us = ρsCsT is the heat
density in uncracked material with the solid
skeleton density ρs = 2400 kg/m3, and the heat
capacityCs = 900+80 (TC/120)−4 (TC/120)2

[5]. The dehydration heat consumption is de-
fined as Ud = Cdwd, in which Cd = 2400 J/kg
is the heat consumption of dehydration per kilo-
gram of concrete [2].
D1 is the hydraulic conductivity (perme-

ability) in Fick’s Law and D2 = 0 is the
coefficient for Soret mass flux which is usu-
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ally neglected due to its small contribution.
Hence the effective permeability can be given
as D1 = Dw + Dc, in which Dw is the per-
meability of the uncracked material, Dw =
f1 (h) 10CT (T−T0)D0

w, and Dc is the permeabil-
ity due to the water flow in the cracks, formu-
lated by postulating a Poiseuille flow, Di

c =
ρc/(12µcAw)

∑3
i=1 lNPj(δ

i
NPj)

3, where f1 (h)
is a function of relative humidity [2]; CT is the
a factor that accounts for the increase of perme-
ability in the uncracked concrete due to elevated
temperature; T0 is the initial temperature; µc is
the dynamic viscosity of the vapor-liquid mix-
ture in cracks; δiNPj denotes the facet normal
crack openings on side Ti (i = 1, 2) in the FLE
domain, j = 1, 2, 3; lNPj is the crack length on
the P1P2P3 surface (see in Fig. 2(c)).
D4 is the thermal conductivity in Fourier’s

Law and D3 = 0 is the coefficient for Du-
four heat flux which is usually neglected due to
its small contribution. As emphasized by Shen
et al. [16], it is the cracks sub-orthogonal to
thermal conduction, rather than the sub-parallel
cracks, that have profound negative effect on
concrete heat conduction performance. For this
reason, the crack opening of 12 facets sub-
orthogonal to FLE (Fig. 2(d)) are used to take
into account the effect of fracture on the ther-
mal conduction:

D4 =

l12
λ0w

+
δ̄1NO

λc
+

δ̄2NO

λc

l12 + δ̄1
NO + δ̄2

NO

(6)

in which, λ0
w is the initial thermal conductiv-

ity of uncracked material; δ̄iNO =
∑6

j=1 δ
i
NOj/6

(i = 1, 2, j = 1, 2, 3) is the average normal
cracking opening of the 6 facets sub-orthogonal
to FLE on each side Ti; λc is the thermal con-
ductivity of the vapor-liquid water mixture in
the cracks.
wc(p, T ) and Uc(p, T ) represent water mass

and heat content per unit volume of cracked ma-
terial and are calculated by the properties of the
liquid-vapor water mixture in the cracks. These
mixture properties are determined by the water
state, because condensation and evaporation of
free water might happen. If h > 1.1, water

in the cracks is liquid. When h < 1, the wa-
ter state is vapor. Otherwise, when 1 < h 6
1.1, water is a mixture and the phase change
is modeled by the smoothstep function. χc =
(χl−χv){−2[10(h−1)]3 +3[10(h−1)]2}+χv,
in which χc, χv and χl are parameters for the
vapor-liquid mixture, vapor and liquid water,
respectively. The same function χc is used for
ρc, Cc, λc, and µc in which ρl, ρv Cl, Cv, λl, λv,
µl, µv can be found in [17].

3 Concrete thermal spalling mechanisms
This section analyzes the main mechanisms

of concrete thermal spalling. The considered
simulations setup (see in Fig. 3) is the one used
in the experiments carried out by Lo Monte et
al. [12]. In the numerical analyses a side length
of 400 mm was used and, correspondingly, all
other dimensions were scaled by 0.5. The heat-
ing load (Fig. 3) was applied on the central win-
dow (300×300 mm) and the displacements of
the cold rim peripheral faces were set to zero.
Since no information was available for the prop-
erties of the concrete used in the experiments,
the parameters in Tab. 1 and Tab. 2 were used.

Figure 3: Spalling thermal loads and experiment setup.

Fig. 4 (a) and (b) show the crack opening dis-
tribution after 15 and 30 minutes of heating. Af-
ter 15 minutes of heating, some initial spalling
can be observed. As the temperature keeps in-
creasing, the spalling area expands and many
fragments are ejected from the surface. This
phenomenon is similar to the high-speed cam-
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era observations obtained by Zeiml et al. [4].

Table 2: Concrete mix-designs and model parameters
used in the simulations

Para. Unit Concrete Source
Mix-designs
c [kg/m3] 350 [11]
wmix/c [-] 0.5 [11]
a/c [-] 5.23 [11]
da [mm] 20 [11]
LDPM at room temperature
E0 [MPa] 43748 Identified
σt [MPa] 4 Identified
lt [mm] 120 Identified
σs [MPa] 10.8 Identified
σc0 [MPa] 150 Identified
µ0 [-] 0.2 Identified
σN0 [MPa] 600 Identified
κc0 [-] 2 [9]
κc1 [-] 2 [9]
κc2 [-] 1 [9]
d0 [mm] 4 Assumed
DTemPor3 model
w0 [kg/m3] 100 [2, 12]
D0
w [m/s] 8× 10−13 Identified

λ0
w [W/(oC ·m)] 2 Identified
CT [-] 0.0045 Identified

The same numerical analyses were carried
out again by excluding the effect of pressure
(b = 0 in Eq. 3) or the effect of thermal ex-
pansion (αT = 0 in Eq. 1). Fig. 4 (c) shows the
crack opening distribution after 30 minutes of
heating if only thermal expansion is included.
In this case the cracking distribution is simi-
lar to that of the complete simulation, but the
spalling area is smaller and the generation of
fragments is somewhat less pronounced. This
indicates that thermal dilatation is a major con-
tribution to generate damage inside the speci-
men and consequent spalling.

Fig. 4 (d) shows the crack opening distribu-
tion after 30 minutes of heating if only the ef-
fect of pressure is included. In this case, a to-
tally different cracking pattern occurs. A clear
macro-crack is formed near the heating surface
which cannot be found in Fig. 4 (b) and much
less micro-cracks are generated inside the spec-

imen. The most important point is that no ther-
mal spalling (fragment) is observed. In conclu-
sion, it is clear that the effect of pressure is not
enough to cause thermal spalling, but the forma-
tion of the macro-crack isolates a layer of con-
crete near the surface which is then more likely
to buckle and to spall off if thermal stresses are
present.

4 Conclusions
This study proposes a discrete 3D hygro-

thermal model (DTemPor3) for concrete at high
temperature coupled with the Lattice Discrete
Particle Model (LDPM) for the simulation of
thermal spalling. The two-way coupling simu-
lations is equipped with the capability of taking
into account the effect of cracks on heat trans-
fer and mass transport as well as the cracking
behavior caused by thermal expansion and pore
pressure. This multi-physics framework is im-
plemented into the MARS code [18].

By using the coupled the DTemPor3-LDPM
framework, the numerical simulations repro-
duced successfully concrete thermal spalling.
Thermal stresses play a dominant role in con-
crete thermal spalling. Thermal expansion sup-
plies the major contribution to generate micro-
cracks inside concrete. Pore pressure is not
enough to form spalling, although pore pressure
can form macro-cracks parallel to the heat sur-
face which are then more likely to buckle and
spall under the effect of thermal stresses.
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