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Abstract. A Reinforced Concrete wall is designed to contribute to most if not the whole lateral load
carrying capacity of the structure. The lateral load carrying capacity of such wall is indicated by
the peak shear strength of the walls. The strength of Slender Walls can be found fairly accurately
by section analysis which has been studied quite extensively and has been reported by most of the
codes.However the codes fail to provide an accurate method for determining the peak shear strength of
Squat Walls. Various theories based on mechanics developed to study the behavior of concrete have
been applied to structural walls which give accurate results but are time-consuming and resource-
heavy. This complexity in peak shear strength calculation has been attributed to various parameters
affecting the behavior of such walls dominated by shear. Machine learning models Polynomial Re-
gression, KNN Regression, Decision Tree Regression, Random Forest and Boosting Method have
been done on a database of 594 Squat Structural Walls.The accuracy of these models has been re-
ported and the importance of parameters has been found. The model is flexible to add more data from
the results obtained from the experimental studies to be carried out in the future

1 INTRODUCTION

Structural Walls systems are designed to
carry the lateral load on the building and ex-
pected to follow earthquake design philosophy
[1]. In recent earthquakes, we have seen failures
due to construction errors and a lack of detailing
which ensure ductile failure in the walls. These
walls are to be designed for sufficient strength
to effectively take the load coming on the struc-
ture during earthquakes.

When a wall experiences flexural-dominated
failure, it exhibits cantilever action and causes
the vertical reinforcement at the ends to yield.

The strength, in this case, can be obtained by
performing section analysis which has been ver-
ified by past experiments and hence has been in-
corporated in building codes worldwide. Deter-
mining the peak strength of Squat Walls is dif-
ficult due to the shear-dominated failure mode,
which causes brittle failure and a sudden loss of
strength beyond a specific displacement. Many
experimental studies [2] has been carried over
the years and various codes and researchers [3]
have provided equation for peak strength deter-
mination. However, discrepancies exist among
the suggested equations [4], as the parame-
ters considered in the studies are not consis-
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tent. Various finite element studies have also
been conducted for the same and have given
good estimates of the wall capacity [5]. While
studying wall behavior through this method is
crucial and provides valuable insights, its time-
consuming and resource-intensive nature makes
it challenging to analyze a portfolio of struc-
tures. The continuing improvement in machine
learning can be a viable option to better under-
stand the contribution of various parameters and
prediction of shear strength in squat structural
walls.

Mangalathu et al. (2020) employed data-driven
machine learning models to identify failure
modes of shear walls. Similarly,Kiani et al.
(2019) applied machine learning methods to
develop seismic fragility curves for predict-
ing potential damages following earthquakes.
Mangalathu and Jeon utilized machine learning
techniques for failure mode classification and
shear strength prediction in reinforced concrete
beam-column joints.  Additionally, Ahmed
Faleh Al-Bayati utilized Artificial Neural Net-
works (ANN) for predicting the shear strength
of Squat Shear Walls (Al-Bayati, 2023).

2 Experimental Database

The performance of a machine learning
model depends on the diversification in the
database under study. This enables the regres-
sion models to identify the key parameters . A
detailed description of the collected database
and insights into the major parameters is dis-
cussed in this section.

2.1 Collection of Squat Reinforced Wall
Database

The current study considers a database com-
prising experimental studies of 614 structural
walls comprising of different cross sections.
The database in the current study was extracted
using the database provided by Chetchotisak, P.
et al. [6] and the NEES Database repository.
On the basis of a cross-section of the wall ei-
ther categorized as rectangular, rectangular with
boundary elements, barbell, or flanged section
wall. Filtration is applied to the database to sat-

isfy the following criterion-

1. All walls should have an aspect ratio less
than 2.0

2. The minimum length of the wall should
be 500mm.

3. The minimum height of the wall should
be 500mm.

4. The thickness of the walls should be at
least 60mm.

After the filtration, the database was reduced
to 591 walls comprising 73 rectangular, 189
rectangular sections with boundary elements,
205 barbell, and 124 flanged section walls.Table
1 shows the mean and standard deviation of ma-
jor parameters in the dataset after filtration.

Table 1: Mean and Standard Deviation of Major
Parameters

Parameter | Mean | Standard Deviation
Aspect Ratio | 0.92 0.42
L/ tw 17.73 9.77
Jek 35.08 18.19
Ph 0.65 0.45
v 0.69 0.50
Ob 3.01 2.24
fun 443.76 145.53
foyo 452.60 136.19
fup 447.93 121.86
Ap/A, 0.10 0.11
N/ feAy 0.045 0.067

The histogram of major parameters in the
dataset is shown in Figure 1.Aspect Ratio (AR)
is defined as the ratio of height to the length of
the wall. Iw/tw represents the ratio of length to
the thickness of the wall. f,;, represents the con-
crete compressive strength in MPa.Horizontal
Reinforcement Ratio (p;) represents the hori-
zontal reinforcement ratio defined as the ratio of
total horizontal reinforcement area in the wall to
the area along the thickness of the web. Vertical



SHASHANK TYAGI, APPA RAO G.

Reinforcement Ratio(p,) is the ratio of total ver- defined as the ratio of vertical reinforcement in

tical reinforcement in the wall to the wall cross the boundary to the total boundary element area
sectional area. Boundary Element ratio(p;) is of the wall.
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Figure 1: Histogram with KDE plot of major paramaters
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fyn and f,, are the yield strength of horizon-
tal reinforcement, vertical reinforcement in the
wall in MPa. f,; is the yield strength of vertical
steel provided in boundary element of the wall
in MPa. A, /A, is the ratio of the area of bound-
ary element to the gross area of the wall. This
ratio represents the contribution of the boundary
element to the total area of the wall. Axial Load
Ratio(N/ f.rAy,) is defined as the ratio of Axial
Load,N (in kN) applied to the product of con-
crete compressive strength (f.;) and gross area
of the wall(A,)Figure 1 below shows the his-
togram of various wall parameters considered
in the study.
No external moments were applied to the walls.
It was found that no axial load was applied for
211 walls. The strength of horizontal and verti-
cal wall reinforcement is found to be similar in
most cases(358). From the literature, it has been
found that the following are considered the ma-
jor parameters influencing the shear strength of
the squat structural wall.

* Material Properties - fex, fyns fyos fyb
» Geometric Wall Properties - [,,,h,t ., AR

* Reinforcement Quantity - p,,pn,0

* Axial Load Ratio - P/ fA,

3 Input Parameters

The identification of suitable input parame-
ters is crucial for the execution of a machine-
learning model. These parameters should en-
compass the major factors and establish a mean-
ingful relationship among them. However, the
presence of diverse units among the major pa-
rameters can introduce scale sensitivity and
convergence issues. To address this, a set of
input parameters has been defined based on a
literature study by Mangalathu S. et al [7]. .For
the current study,input parameters for the learn-
ing models have been selected which are shown
in Table 2 .The last parameter P8 is a set of
4 columns created for categorical classification
for the section type

Table 2: Input Parameters

Input Parameter Label | Parameter
P1 AR
P2 L /tw
P3 Ap/A,
P4 f yhph/ f ck
P5 f yvPv / f ck
P6 f ybPb / f ck
P7 N/ ferA,
P8 Section Type

In the given context, the first four parame-
ters pertain to the walls’ geometric characteris-
tics. On the other hand, P5 to P7 represents the
reinforcement index, which quantifies the ratio
of the multiplication between the provided rein-
forcement ratio and the yield strength of the cor-
responding reinforcement, normalized by the
concrete strength of the wall. Parameter P8 con-
siders the influence of axial load on the wall.

4 Brief Summary of Regression Techniques
in Machine Learning

It is important to note that each regression
method has its own unique approach, which can
yield varying results depending on the distri-
bution and relationship between the input pa-
rameters and the target variable. The choice
of regression method should be carefully con-
sidered based on these factors to ensure op-
timal performance. The models used in the
study are Polynomial Regression Model, kNN
Regression Model, Decision Tree Regression
Model, Random Forest Regression, Boosting
Methods(ADABoost, CATBoost, LightGBM,
XGBoost)In this section, we will provide an
overview of these regression models-

4.1 Polynomial Regression Analysis

Polynomial Regression tries to fit a line of
degree n, as the degree of the fitted curve in-
creases the flexibility, which enables the model
fits better to the training data, but this also
makes it more susceptible to overfitting [8].
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4.2 KNN Regression Analysis

KNN regression is a non parametric super-
vised distance based algorithm. It stores all
the data points in the training dataset and cal-
culates its distance from the observed point.
Then it identifies n nearest point to the observed
point and returns output as the average of val-
ues of the identified neighbors. As the values of
the observed neighbors decrease kNN decision
boundary becomes more flexible [8]. The Eu-
clidean formulae for finding the distance to the
nearest point is given below.

d(z,y) = Z V(2 —yi)2 (1)

where 2% and y/* are the difference in coordinates
of the observed data point to the i* point in the
training dataset.

4.3 Decision Trees Regression Model

Decision tree regression is a supervised
learning algorithm used for predicting contin-
uous target variables [9]. It builds a tree-like
model of decisions by considering the features
of the input data. The splitting of the tree is
determined to enhance homogeneity and max-
imize information gain. Starting from the root
node, the tree is constructed recursively, divid-
ing the data based on selected input parameters
and their corresponding threshold values. The
objective is to identify the most informative in-
put feature at each split. Additionally, pruning
techniques are applied to mitigate overfitting to
the training dataset.

4.4 Random Forest Regression Model

Random Forest Regression is an ensemble
technique created by Tim Kan Ho in 1995. It
works by creating an array of decision trees dur-
ing the training of data. It selects each split
using a feature bagging technique that selects
a random subset of features at each candidate
split. that For the Regression tasks, the average
prediction of the decision trees is returned, this
reduces the variance due to the overfitting to the
training data.

4.5 Boosting Methods

Boosting methods in machine learning aim
to minimize prediction errors by sequentially
training multiple models. This iterative ap-
proach improves the overall accuracy of the sys-
tem by addressing the shortcomings of individ-
ual models [10]. The specific boosting methods
employed in this study will now be described.

4.5.1 ADABoost

ADABoost is an ensemble algorithm that
trains weak learners on weighted data [11]. It
starts by predicting the original dataset with
equal weights. In each iteration, it assigns
higher weights to points with higher prediction
errors. AdaBoost continues adding learners un-
til reaching a limit on models or accuracy.

4.5.2 XGBoost

Extreme Gradient Boosting (XGBoost) is an
exceptionally effective boosting algorithm de-
signed for ensemble tree models. It employs
regularization techniques to address complex
tree structures [12]. However, it is worth not-
ing that XGBoost can be computationally and
memory intensive due to its boosting methodol-

ogy.
4.5.3 LightGBM

Light GBM is a high-speed boosting algo-
rithm that utilizes a decision tree model. Unlike
traditional depth-wise growth, it grows the tree
in a leaf-wise manner. It selects the leaf with
the maximum delta loss to expand further. By
employing this leaf-wise approach, Light GBM
can achieve greater loss reduction compared to
level-wise algorithms when growing the same
leaf.

4.5.4 CATBoost

Categorical Boosting(CAT Boost) is an en-
semble tree based algorithm developed to han-
dle categorical features without manual prepos-
sessing [13]. It has automatic scaling features
and uses regularization techniques to prevent
overfitting.
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S Prediction to Shear Strength through

Machine Learning Models

The machine learning techniques described
in the previous section will be used to predict
the shear strength of the wall.sd The character-
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istics of the wall that were described initially
were converted to eight input parameters rep-
resenting the geometry, reinforcement design,
and axial load present on the wall. The mod-
els discussed in the previous section were based
on Python open-source library sci-kit learn.
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Figure 2: Experimental vs Predict Shear Strength of first four models

ing data consist of 70% of the total data and will
be used to train various ML models. Then the
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model performance is evaluated based on its
accuracy in predicting strength of the test data
independently. The performance of the model
will be evaluated using mean squared error and
R2 score. Most of the model cost functions are
implemented to minimize the mean squared er-
ror. The performance of ML models is shown
in Figure 3

Initially, a Linear Regression analysis was car-
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ried out which gave a very high MSE and low
bias, so a 2"¥-degree polynomial was chosen
which improved the performance of the model
and is shown in Figure 2a. A 3" or higher de-
gree polynomial was overfitted and had high
variance resulting in huge error while predict-
ing.

MSE: 52268.12
R2 Score: 0.878

2500

2000

1500

1000

Predicted Shear Strength (kN)

@
=
S

0 500 1000 150 2000 2500

0
Experimental Shear Strength(kN)
(b) XGBoost

MSE: 42431.22 .
R2 Score: 0.891 .

2500

N
=
S
S

1500

1000

Predicted Shear Strength (kN)

2]
=
S

0 500 1000 1500 2000 2500

Experimental Shear Strength(kN)
(d) CAT Boost

Figure 3: Experimental vs Predict Shear Strength of Boosting Methods
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As in Figure 2b, KNN showed improvement
in prediction by reducing overall MSE and im-
proving overall R2 score. It gave satisfactory
results for walls with lower strength and showed
high variability for walls with higher strength.
The decision tree model did not exhibit sig-
nificant improvement and demonstrated a high
level of variability, which will be addressed
through the use of boosting methods. By em-
ploying a random forest model, the accuracy of
predictions improved substantially, effectively
mitigating the variability observed in previous
models. As previously discussed, boosting
methods identify crucial parameters and em-
ploy regularization techniques to prevent over-
fitting to the training set. All boosting meth-
ods demonstrated improvement in terms of both
MSE and R2 scores, effectively reducing vari-
ance. Using the random forest model, the im-
portance of the input parameters was deter-
mined shown in Figure 4.
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Figure 4: Importance of Input Parameters

It was found that the Aspect ratio is the most
important parameter while making decisions for
the tree split. It was followed by the A,/A,
and then [, /t,,. Out of the three reinforcement
index for the design of the wall, the bound-
ary element index was found to be the most
important. Horizontal and Vertical reinforce-
ment index was found to be equally influencing
the peak shear strength. The Axial load ratio
also increased the shear strength capacity of the

walls.

6 Conclusions

Structural walls are designed to resist the
lateral load on the structure due to earthquake
loading. With the advancement in current re-
gression analysis and the continuing popular-
ity of boosting algorithms. From the study of
these models, it was concluded that the CAT-
Boost gave the best prediction followed by Ran-
dom Forest and XGBoost Model. The Ensem-
ble Tree models were used to conclude that As-
pect Ratio is the most important parameter af-
fecting Shear Strength followed by Boundary
Element Area to Gross Area, Length to thick-
ness ratio. The model can be used in design of-
fices to predict and design for large samples of
shear walls and also help in taking decisions on
retrofitting of existing walls. The model is flex-
ible and new data can be added to the current
database to improve the model and find more in-
sights on factors affecting peak shear strength.
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