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ABSTRACT: A newly developed numerical model for simulating arbitrary displacement discontinuities is ex­
tended for the case of dynamic loading. The model involves the addition of the Heaviside jump to the underlying 
fimte element mterpolation basis functions. A displacement jump is continuous across element boundaries and 
the order of the displacement jump interpolation is the same as the underlying element. The finite element for­
mulation for dynamic problems is developed in a consistent manner from the weak equation of motion, which 
leads naturally to stiffness and mass matrices which involve discontinuous terms. The model is used to simulate 
the propagation of cohesive cracks in concrete under impact loading. Analyses are shown to be independent of 
the spatial discretisation and the performance is excellent with very coarse finite element meshes. The numerical 
simulations of a double-notched specimen compare well with experimental results. 

INTRODUCTION 

The cohesive zone concept has proved popular for 
simulating failure in concrete. Inelastic deformations 
in the continuum are compressed onto a line, across 
which the displacement field is assumed to be discon­
tinuous. The tractions acting at the surface are then 
made functions of the displacement jump. This type 
of model was first proposed by Dugdale (1960) and 
Barenblatt (1962) for representing fracture in elasto­
plastic solids. The cohesive zone concept has several 
attractive features for the analysis of concrete. By 
having tractions acting at a discontinuity, the stress 
singularity that arises when considering sharp cracks 
in an elastic body is avoided. This allows accurate cal­
culations with relatively coarse finite element meshes 
since very high strain gradients are avoided. Further, 
the cohesive zone concept allows inelastic behaviour 
to be modelled in a simple manner. 

The cohesive zone (or fictitious crack) concept was 
used by Hillerborg, Modeer, and Petersson (1976) for 
the analysis of failure in concrete. An attractive fea­
ture of such a formulation is its simplicity, with the 
constitutive response at an interface governed by two 
key material parameters: the tensile strength and the 
fracture energy. The most significant difficulty in us­
ing the cohesive zone concept for fracture simula­
tions is modelling a displacement discontinuity whose 
path is not known a priori. Traditionally, a discontinu­
ity has been modelled using either interface elements 
(Schellekens and De Borst 1993) or through explicit 
modifications of the mesh to capture the discontinu-
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ity (Swenson and Ingraffea 1988). In this work, the 
model recently developed in Wells and Sluys (200lb) 
for simulating displacement discontinuities that cross 
through solid finite elements is extended to the case 
of dynamic loading. 

A discontinuous displacement field can be de­
scribed mathematically using discontinuous func­
tions, with the displacement field decomposed into 
continuous and discontinuous parts. Inserting the de­
composed displacement field into the weak govern­
ing equations leads in a natural fashion to two sepa­
rate variational equations. The discretised discontin­
uous displacement field falls within the partition of 
unity concept (Babuska and Melenk 1997; Duarte and 
Oden 1996). The method was used by Wells and Sluys 
(200 I b) to simulate cohesive cracks under quasi-static 
loading. Numerical examples test the method for ob­
jectivity with respect to finite element mesh alignment 
and element size under impact loading, and compar­
isons are made with experimental results. 

2 KINEMATIC DESCRIPTION 

The displacement field for a body crossed by a single 
discontinuity (see figure 1) can be described by: 

u(x,t) = u(x,t) +~ (x)ii(x,t) (1) 
d 

where u and ii. are continuous functions on Q and 
~ is the Heaviside jump centred at the discontinu­

d 

ity surface I'd (~ = 1 x E n+, Jtf = 0 x E Q-). 
d d 



r 

Figure 1: Body Q crossed by a displacement discon­
tinuity rd. 

The corresponding acceleration field is found by dif­
ferentiating equation (I) twice with respect to time. 
Assuming that the Heaviside function is stationary 
(d~ / dt = 0), the acceleration field is given by: 

d 

ti(:x,t) =ft(x,t)+~ (x)fi(x,t). (2) 
d 

The infinitesimal strain field can be found by taking 
the symmetric gradient of the displacement field in 
equation(!), again assuming that the Heaviside func­
tion is stationary. This leads to: 

(3) 

where 8, is the Dirac-delta distribution, centred at 
d 

the discontinuity rd and n is the normal vector to the 
discontinuity, pointing to o.+. 

It was shown by Ba:lant and Belytschko (198S) that 
the Dirac-delta distribution arises in the strain field of 
the analytical solution for a wave travelling in a strain 
softening bar. Based on the preceding kinematic de­
scription, the presence of the Dirac-delta distribution 
implies the development of a displacement discon­
tinuity. The presence of the Dirac-delta distribution 
should therefore not be interpreted as a spurious re­
sponse, rather it indicates the necessity of a change 
from a continuum stress-strain relationship to a dis­
crete traction-separation relationship at a surface. 

For finite element implementation, the displace­
ment and acceleration fields must be expressed in a 
discretised format. In terms of nodal values, the dis­
placement field in equation (!) and the acceleration 
field in equation (2) are expressed as: 

u=Na+Yt[ Nb 
d 

(4a) 

ti= Na+Yt[ Nb 
d 

(4b) 

where N is a matrix containing the usual element 
shape functions, a are the regular nodal degrees of 
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freedom and b are 'enhanced' nodal degrees of free­
dom. The discretisation involves two sets of degrees 
of freedom at a node: regular and enhanced. The func­
tion u is interpolated by Na and the function ii by 
Nb. The displacement jump at a discontinuity is given 
by Nb, x E f' d· Formally, the interpolation in equa­
tion (4b) can be interpreted as an interpolation based 
on the partition of unity concept (Babuska and Me­
lenk 1997; Duarte and Oden 1996; Wells and Sluys 
2001b). 

To express the strain field in a discretised format, it 
is necessary to express the functions V'u and V'u in 
terms of nodal degrees of freedom, 

V'fi =Ba (Sa) 

V'ii = Bb (Sb) 

where B is the usual matrix containing spatial deriva­
tives of the element shape functions. 

3 FINITE ELEMENT FORMULATION 
To develop a finite element model, the kinematic de­
compositions from the previous section must be in­
serted into the weak equation of motion. This pro­
vides a fitm theoretical basis for the model. The weak 
form of the equation of motion, without body forces, 
is written as: 

( V'ri:a dQ + ( ri ·pti dD. = ( 11 ·tdf' (6) 
Jn Jn Jr,, 

where fl are admissible displacement variations, /3 

is the stress field, t are external traction forces, ap­
plied on the boundary f'u (see figure 1) and p is 
the density. Taking the space of admissible displace­
ment variations the same as actual displacements (a 
Galerkin formulation), from equation (1), variations 
of displacement, ij, are decomposed as: 

(7) 

From equation (3), the gradient of admissible dis­
placement variations is expressed as: 

V'ri = V'i) + ~ V'ij + 8, ( ij ® n)'. (8) 
d d 

Inserting equations (7) and (8) and the acceleration 
field from equation (2) into the weak equation of mo­
tion (6) leads to: 



Requiring that equation (6) holds for any admissible 
variation 1} implies that equation (9) must hold for 
any admissible variations fl and ij. Taking the gradi­
ent of variations of displacements (see equation (8)), 
and rearranging, equation (9) can be expressed as: 

( '\l5 fj :cr dQ + ( ~ (V5 ij) :a dQ 
la. Jo. J 

+ ( 8r (ij0n) 5 :crdfH ( fl·pftdQ. 
la. J la. 

Changing the integral whose integrand contains the 
Dirac-delta term from a volume integral to a surface 
integral to eliminate the Dirac-delta term (using in­
tegral properties of the Dirac-delta distribution) and 
eliminating the Heaviside function by changing the 
integration domain of integrals whose integrand con­
tains the Heaviside function from Q to n+ (see fig­
ure 1), 

( \75fj:a dQ+ ( \7 5ij:G dQ 
la. la.+ 

+ r fi-pii.dn+ r fi·pfi.dn 
Jo.+ Jo.+ 

where t ( = an) are the traction forces acting at the 
surface rd. Taking first variations fl (fj = 0) and then 
variations ij (fl = 0), two separate variational state­
ments can be formed: 

= r fn-tdr (12a) lrll 
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+ r fi·piidn= r ~ii-Ur. c12b) 
la.+ Jr" d 

The equations in (12) represent a coupled problem, 
with the two equations coupled through their depen­
dence on the stress field. Considering a small volume 
crossed by a discontinuity, equation ( l 2b) ensures that 
the weak equation of motion is satisfied in a weak 
sense across a discontinuity (Wells and Sluys 2001a). 

Inserting the discretised expressions for the func­
tions fi. and u and their gradients from equations (4b) 
and (5) into equation (12) leads to two discrete weak 
governing equations: 

The stress rate in the continuum in terms of nodal 
velocities is expressed as: 

(14) 

where D is the material tangent which relates the in­
stantaneous stress and strain rates. The traction rate at 
a discontinuity is expresses as: 

(15) 

where T relates the instantaneous traction and dis­
placement jump rates. Inserting the stress and traction 
rate expression into the discretised weak governing 
equations leads to: 

M{~::::} +K{~~} = {~!t~.~}-{~nt,a} (16) ext.b mt,b 
where the stiffness matrix K has the form: 

fa.+BTDBdQ l 
fa.+BTm3dO.+ frdNTTNdr 

( 17) 



the consistent mass matrix M has the form: 

M= [fnPNTNdQ In+PNTNdQ] 

In+PNTNdQ In+PNTNdQ 
(18) 

and the internal and external force vectors are equal 
to: 

(19a) 

Note the effect of the Heaviside jump on the semi­
discrete system of equations in equation ( 16). Both 
the stiffness matrix and the mass matrix contain inte­
grals over the domain n+, reflecting the presence of 
the Heaviside jump in the formulation. The influence 
of a displacement jump is 'felt' in both the mechani­
cal forces due to stresses and in the inertial forces. 

4 IMPLEMENTATION ASPECTS 
The key to numerical implementation is the addition 
of extra degrees of freedom to existing element nodes 
to represent a discontinuity. Since away from a dis­
continuity, the Heaviside jump resembles a constant 
function, activating the b degrees of freedom at all 
nodes would lead to a stiffness matrix which is not 
positive definite, as a constant function is included 
in the basis of the element shape functions. There­
fore, the extra degrees of freedom are activated only 
at nodes whose support is crossed by a discontinuity. 
This is illustrated in figure 2. For the same reason, the 
integration scheme in elements may need to be ad­
justed to ensure both sides of the discontinuity are ad­
equately integrated. Details of the integration scheme 
can be found in Wells and Sluys (2001 b ). As a discon­
tinuity propagates through a mesh, enhanced degrees 
of freedom are activated. It is stressed that no addi­
tional nodes are created, simply degrees of freedom 
are activated at existing nodes. Since extra degrees are 
added only to nodes near a discontinuity, the method 
is potentially very efficient since relatively few extra 
degrees of freedom are added. 

An important requirement is that the displacement 
jump be equal to zero at a discontinuity tip. This can 
be enforced by requiring that discontinuity tips coin­
cide with element boundaries and not activating the 
enhanced degrees of freedom on the element edge 
'touched' by the discontinuity (see figure 2). It is 
possible to simulate discontinuities whose tips lie in-

discontinuity tip 

Figure 2: Patch of quadratic triangular elements 
crossed by a discontinuity (dashed line). The square 
nodes have extra degrees of freedom to represent the 
discontinuity. 
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side elements, although this is not advisable when us­
ing incremental solution procedures (Wells and Sluys 
200lb). A further restriction is applied which sim­
plifies the numerical implementation. Where essen­
tial boundary conditions are applied, ii = 0. This al­
lows essential boundary conditions to be applied in 
the same fashion as for conventional finite elements. 

It is stressed that the proposed method results in 
a displacement jump whose magnitude is continuous 
across element boundaries. To this point, no assump­
tions have been made regarding the underlying solid 
element type. The order of the displacement jump in­
terpolation along a discontinuity is equal to the poly­
nomial order of the underlying base element. 

5 COHESIVE INTERFACE MODEL 
A discontinuity is assumed to extend when the max­
imum principal stress at any integration point in the 
element ahead of a discontinuity tip exceeds the ten­
sile strength of the material, f 1. A discontinuity exten­
sion is aligned perpendicular to the maximum princi­
pal stress direction. 

The traction-separation response at an interface is 
similar to that used by Hillerborg, Modeer, and Pe­
tersson (1976), and is a simplified version of that used 
by Wells and Sluys (200lc). The model presented 
here is for the two-dimensional case. For loading, the 
traction transmitted normal to a discontinuity, tn, is 
given by: 

(20) 

where 7C is the largest value of the normal opening dis­
placement (iin,x E rd) reached and Gf is the fracture 
energy. The shear (sliding) traction at an interface t5 

is given by: 

(21) 

where ks is a constant stiffness. Unlike the model used 
in Wells and Sluys (200 le), the sliding stiffness here 
is not a function of the opening displacement. This 
preserves symmetry of the global stiffness matrix for 
the proposed model. For unloading, the secant stiff­
ness is used. 
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Figure 3: Double-notched specimen analysed under 
impact loading. 

6 NUMERICAL EXAMPLES 

To illustrate the model, a concrete double-notched 
tensile specimen, subjected to a tensile impact load, is 
analysed. The specimen is analysed using different fi­
nite element meshes to test objectivity with respect to 
spatial discretisation. The six-noded triangle is used 
as the underlying base element and plane strain condi­
tions are assumed. Time integration is performed us­
ing the Newmark scheme (/3 = 0.25, y = 0.5) and a 
full Newton-Raphson procedure is used. 

The specimen, which is shown in figure 3, was 
tested experimentally by Weerheijm (1992). The 
experimental tests were performed using a split­
Hopkinson bar apparatus. The split-Hopkinson bar is 
approximately 10 metres in length, while the concrete 
specimen is 100 mm in height. The split-Hopkinson 
bar is very long in order to avoid reflection of the 
stress wave travelling in the bar at the fixed bound­
aries during failure of the concrete specimen. To avoid 
simulating the entire bar, the bar is modelled as shown 
in figure 4. This arrangement was used by Sluys and 
De Borst ( 1996). Further from the bar, the Young's 
modulus is reduced and the density increased in or­
der to slow the stress wave travelling in the bar. The 
properties of the bar are chosen such that the acous­
tic impedance is constant, avoiding reflections at the 
boundary between the parts of the bar with different 
material parameters. 

The material parameters for the concrete, taken 
from Sluys and De Borst (1996), are: Young's mod­
ulus E = 40.7 x 103 MPa, Poisson's ratio v = 0.2, 
tensile strength ft = 4.9 MPa, density p = 2.35 x 
10-9 Ns/mm4 and fracture energy G1 =0.25 N/mm. 

A low shear sliding stiffness of ks = 1 x 10-4 N/mm3 

is adopted. The Young's modulus, tensile strength and 
fracture energy are all higher than usual for concrete 
under static loading. The parameters are based on em­
pirical adjustments to account for the higher strength 
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Figure 4: Model representation of the split-Hopkinson 
bar. 
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Figure 5: Loading as a function of time for the double­
notched analysis. 

and stiffness of concrete under impact loading. A time 
step of !:i.t = 1.0 x 1 o-6 sis used. The applied load, as 
a function of time, is shown in figure 5. Two different 
finite element meshes are used for the analysis. The 
first is composed of 214 elements, and the second of 
958 elements. The two meshes are shown in figure 6. 
Recall that with quadratic base elements, the interpo­
lation order for the displacement jump is quadratic. 

Two particular failure cases are analysed. The first 
is symmetric failure, in which discontinuities prop­
agate from both notches and meet in the centre of 
the specimen. The results of this analysis using the 
two different meshes, compared to experimentally 
measured results from Weerheijm (1992), are shown 
in figure 7. It is clear that the results for the two 
meshes are near identical and compare very well to 
the experimental results. The second failure case is 
non-symmetric, with a single crack propagating from 
one notch only. The results for the case of non-

(a) (b) 

Figure 6: Finite element meshes used for the double­
notched specimen with (a) 214 elements and (b) 
958 elements. The element interpolation order is 
quadratic. 
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Figure 7: Calculated normal stress transmitted across 
at the top boundary of the specimen for the symmetric 
failure case and experimental results. 
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Figure 8: Calculated normal stress transmitted across 
at the top boundary of the specimen for the non­
symmetric failure case and experimental results. 

symmetric failure are shown in figure 8. Again, the 
two meshes yield almost identical results. Curiously, 
the responses for symmetric and non-symmetric fail­
ure are very similar. 

The calculated crack paths for the coarse and fine 
meshes are shown in figure 9 for the case of non­
symmetric failure. The analyses with the two meshes 
predict the same crack path and the crack path is com­
pletely independent of the mesh structure. To further 
compare the objectivity of the model with respect to 
spatial discretisation, the evolution of strain energy 
with time for the two meshes is shown in figure 10. 
The strain energy U is calculated by: 

The results correspond to the symmetric failure mode. 
The results in figure 10 are indistinguishable for the 
two meshes, further illustrating the objectivity of the 
model with respect to spatial discretisation. More­
over, the results show not only the objectivity of the 
model with respect to spatial discretisation, but also 
that the model perfonns excellently with very coarse 
meshes. 
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Figure 9: Calculated crack paths for the two meshes 
(non-symmetric failure). 
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Figure 10: Evolution of the strain energy per unit 
thickness with time for symmetric failure of the 
double-notched specimen. 

7 CONCLUSIONS 

A recently developed numerical model for simulating 
cohesive zones has been extended for impact analy­
ses. The model allows displacement discontinuities to 
pass arbitrarily through a finite element mesh. Dis­
placement discontinuities are continuous across ele­
ment boundaries and the order of interpolation of the 
jump is the same as the underlying finite element. The 
displacement jump is simulated by adding extra de­
grees of freedom to existing nodes near a discontinu­
ity. The addition of a displacement discontinuity man­
ifests itself in the stiffness matrix and the mass matrix 
of the discretised problem through the appearance of 
the Heaviside jump. This is in contrast to so-called 
'embedded discontinuity' models, in which the effect 
of a displacement jump is added as in an incompatible 
strain mode, while the displacement field is continu­
ous (therefore the consistent mass matrix is the same 
as for a continuum model). The mathematical sound­
ness of the proposed model means that there are no 
limitations on the type of underlying base element. 

Numerical examples have shown that the developed 
model is objective with respect to spatial discretisa­
tion, with the path of a cohesive crack completely in-



dependent of the mesh structure. The model is also 
extremely robust and effective under impact loading. 
Further, the numerical examples show that the model 
performs excellently with very coarse finite element 
meshes, making it ideal for large scale calculations. 
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