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ABSTRACT: The paper presents the results of investigations obtained within the project B2 of the research 
group DFG FOR 537 “Modeling reinforcement corrosion”. In the project the influence of corrosion on the in-
teraction between steel and concrete is investigated. The experimental and numerical investigations are con-
ducted on ‘beam end’ specimens. The paper presents the results of numerical investigations and their com-
parison with experimental results. The bond strength together with corresponding end displacement at 
reference state and different corrosion levels are modeled and compared with experimental results. Specimens 
without stirrups show strong reduction of bond strength with increase of corrosion level. In contrary to this, 
bond strength of specimens with stirrups is much less sensitive on the corrosion level of reinforcement. The 
numerical results are in good agreement with the experimental observations. 

1 INTRODUCTION 

The corrosion of steel in concrete is a serious cause 
for deterioration of concrete structures. The main 
reasons for the rebar corrosion are carbonation of the 
concrete cover and chloride ingress. Both yields the 
destruction of the steel securing oxide layer and thus 
corrosion may start. The rebar corrosion affects: (i) 
the steel, by reducing the bar diameter, (ii) the con-
crete, by cracking due to the volumetric expansion 
of the corrosion products and (iii) the interaction be-
tween steel and concrete due to the loss of bond. The 
third point, which is investigated in this paper, is in-
fluenced by the two former points. However, in most 
cases the cracking of concrete cover has more seri-
ous impact on bond than the reduction of bar diame-
ter. 

Bond strength of the investigated ribbed bars is 
activated in three stages. The first stage is the activa-
tion of the weak chemical bond between steel and 
concrete at very low stress level. The second stage is 
due to the bearing of the ribs and the surrounding 
concrete (mechanical interlock). At this stage, the 
reinforcing bar generates bursting forces consisting 
of compressive cone stresses and tensile hoop 
stresses in the vicinity of the concrete. Once the ten-
sion strength of concrete is reached, longitudinal 
cracks split the surrounding concrete. The last stage 
is controlled by friction between the rebar with con-
crete in the rib dales and the surrounding concrete. 
The bond strength is predominantly controlled by 
the ratio of concrete cover/bar diameter and the 

quality of concrete. The gradient of the loss of bond 
strength is controlled by confining pressure and/or 
confining reinforcement. The highest contribution to 
bond strength comes from the mechanical interlock. 
Bond failure due to cracking of the concrete cantile-
ver, without cracking of concrete cover, is for corro-
sion endangered reinforcing bars not relevant. 

Corrosion can affect bond strength of ribbed bars 
in several ways. The pressure due to volumetric ex-
pansion of the corrosion products may initially result 
in increasing bond strength – predominantly for 
plain bars. Once the tensile hoop stresses in the sur-
rounding concrete exceed the tension strength, lon-
gitudinal cracks start to split the concrete cover and 
the bond strength is decreasing. As mentioned be-
fore, the controlling factor of bond strength becomes 
the confining reinforcement (FIB 2000). 

The present paper is based on the results obtained 
in the framework of the research project which con-
sists of an experimental and a numerical part. Within 
the experimental part the bond between steel and 
concrete is studied at a beam end specimen under 
accelerated corrosion by varying bar diameter, con-
crete cover and confining reinforcement. Within the 
numerical part the beam end specimen is simulated 
using finite elements (FE). Thus, a wide range of pa-
rametric studies with various concrete cover/bar di-
ameter ratios, levels of confining reinforcement and 
corrosion levels are carried out. 

The present paper shows the validation of the 
numerical model based on the performed experi-
ments on the beam end specimen with two different 
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concrete cover/bar diameter ratios, with and without 
stirrups and with different corrosion levels. 

2 NUMERICAL MODEL 

The 3D finite element code MASA was used to per-
form the numerical results presented in this paper. It 
was chosen because of the implemented realistic ma-
terial model for concrete (microplane model) and the 
implemented discrete bond model. 

The microplane model is used for three-
dimensional damage and fracture analysis of con-
crete and reinforced concrete structures in the 
framework of the smeared crack approach. In the 
model the material is characterized by a relation 
between the stress and strain components on 
planes of various orientations. These planes may 
be imagined to represent the damage planes or 
weak planes in the microstructure, such as contact 
layers between aggregate pieces in concrete. The 
used microplane model is discussed in detail by 
Ožbolt et al. (2001). 

 

 
Figure 1. Schematic bond element and element displacement 
field (Ožbolt 2002). 

 

Figure 2. Stress-slip relation of the bond element model 
(Ožbolt 2002). 

 

The discrete bond model allows bond characteris-
tics to be defined by bond stress-slip curves. For this 
purpose 1D bar elements (reinforcement) are con-
nected to surrounding 3D solid elements (see Fig. 1). 
Only the degree of freedom in bar direction (slip) is 
considered. The connection with the surrounding 
solid elements perpendicular to the bar direction is 
assumed to be perfect. By pulling out a ribbed bar 
tangential stresses parallel and radial stresses per-
pendicular to the bar axis are generated. The interac-
tion between tangential and radial stresses works in 
two directions – from the solid elements to the bar 
elements and vice versa. A higher radial stress state 
in solid elements (compressive stress) causes a 
higher shear stress at the bar/solid interface. Fur-
thermore, higher shear stress at the interface (higher 
bond strength due to a larger related rib area) causes 
higher tangential stresses in the surrounding solid 
concrete elements. Thus, different failure modes 
(pullout or splitting) are automatically accounted by 
the model (Ožbolt 2002). 

The load transfer between reinforcement and con-
crete is accomplished through bearing of the rein-
forcement ribs on the surrounding concrete and 
through friction. The total bond resistance can be 
divided into two components: (i) a mechanical in-
terlock τm and (ii) a friction component τf (see 
Figure 2). These components represent the bond 
stress for the case of no confining pressure, no 
damage and assuming elastic state of reinforcing 
steel. To account for the influences on bond 
strength from stress-strain state of the steel and 
the surrounding concrete, the factor Ω was intro-
duced, which is calculated as: 

 

s c cyc
Ω = Ω ⋅Ω ⋅Ω                           (1) 

 
where Ωs controls the influence of the steel strain on 
the bond response, Ωc controls the influence of the 
stress state in concrete and Ωcyc accounts for the ef-
fect of loading-unloading-reloading on bond re-
sponse. Factor Ωc is calculated within a cylinder 
around 1D bar elements (Ožbolt 2002). The diame-
ter of the cylinder is related to the actual bar diame-
ter and consists of 3D linear elastic hexahedron ele-
ments with the modulus of elasticity of concrete (see 
Figure 3a). These elements represent the actual geo-
metrical dimension of the rebar. In combination with 
1D bar elements they have mechanical properties of 
steel. Thus, the modulus of elasticity is divided into 
Ebar = 175 GPa and Ecylinder = 30 GPa. Note that axial 
strength and bond resistance are attributed to the bar 
elements. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
obtains 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 

 

( ) ( )
( )

( ) ( )
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−
∞

+

−
∞

−=

11
10

,
1

                            

1
10

1
1,

1
,,

h
cc

g
e

sc
K

h
cc

g
e

sc
G

sc
h

e
w

αα

αα

αα

αααα

 (4) 

 
where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



 
a 

 
b 

Figure 3. Cross section of bar element (reinforcement) and sur-
rounding solid elements (a) and corrosion expansion (b). 

 
Corrosion is modeled by radial expansion of the 

linear elastic solid elements, which are connected to 
the bar elements (see Figure 3b). Due to the expan-
sion of the cylinder, a compressive stress state and 
tensile hoop stresses are induced in the adjacent 
nonlinear elastic concrete elements. The controlling 
factor here is the tensile strength of concrete. As 
soon as the tensile stress reaches the tensile strength, 
cracks start to grow through the concrete cover. 

The expansion is derived by the aid of a 2D xy-
linear expansion function with the following formula: 

 
2 2( 1) (2 )a r r rx xν= − + + − ⋅ −             (2) 

 
with 

r = uncorroded steel radius [mm] 
x = penetration depth [mm] 
a = free radius increase of original radius [mm] 
ν = volume factor between corrosion products 
and consumed steel [-] 

 
According to a literature review (Coronelli 2002), 

the volume factor is set to ν = 2.0. For the sake of 
simplicity no corrosion layer was modeled. Expan-
sion is introduced through radial expansion of 3D 
elements. The obtained increase of radius a is the so 
called free radius increase since the formula does not 
take into account the boundary action of the sur-
rounding concrete elements. The actual increase in 
radius is affected by the modulus of elasticity of the 
linear elastic solid elements Ecylinder = 30 GPa and 
the stiffness of the surrounding concrete elements. 
However, so far there is no founded information 
about the modulus of elasticity of the corrosion 
products. It is due to the fact that there is no infor-
mation on the amount of corrosion products that mi-
grates into the radial cracks around the reinforce-
ment bar. This might cause differences between 
numerical and experimental results. 

3 SPECIMEN AND DISCRETIZATION 

The beam end specimen with four bars placed in the 
corners is chosen according to the test method pro-

posed by Chana (1990), see Figure 4. The height is 
reduced to 200 mm to obtain a square cross section 
of 200 x 200 mm

2
. Different bond length and bond 

arrangements were simulated numerically. The pre-
sent specimen has shown to be the optimal choice. 
Namely, the optimization of the specimen geometry 
was focused on not to reach the yield strength of 
steel as well as to get such crack development for 
which all four bars of one specimen can be pulled 
out without disturbing each other. The horizontal 
support at the pullout face of the specimen has a 
height of 100 mm whereas the vertical support is 90 
mm wide and is placed at the rear top. At this posi-
tion the bar is covered by a plastic sleeve to avoid an 
enhancement of the bond strength due to the vertical 
support forces. 

The calculations are performed with four differ-
ent specimen types (see Table 1). Each type is calcu-
lated without expansion (reference calculation) as 
well as with different expansion values (see Table 
4). The expansion is applied before the application 
of the pullout load. The material parameters used are 
shown in Table 2. The concrete properties were 
tested for w/c = 0.5 with 360 kg/m

3
 cement and with 

8 mm maximum aggregate size. The bond parameters 
are derived from pull out tests of uncorroded (refer-
ence) beam end specimens (see Table 3). 
 

Figure 4. Cross section of specimen with stirrups. 
 

Table 1. Specimen types.  

 
Table 2. Input values of concrete and steel for the FE model.  

 
 

Table 3. Input values of bond for the FE model.  
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



 
Table 4. Corrosion penetration depths x with corresponding 
expansion rates ε and crack width ranges according to corro-
sion product to parent metal volume ratio of two.  

 

 
Figure 5. Finite element (FE) model with mesh, constraints and 
applied displacement direction. 
 

The FE model, shown in Figure 5, contains one 
reinforcement bar, which is modeled along its bond 
length of 180 mm using 1D bar elements. Around 
these elements a cylinder of solid hexahedron ele-
ments with the actual bar diameter and linear elastic 
properties is arranged. With the aid of a 2D expansion 
function in the FE code, these elements were expanded 
to simulate different corrosion levels (see Table 4). 
The stirrups are modeled by 1D bar elements with 
rigid connection to the surrounding concrete elements. 

4 RESULTS 

The validation of the numerical model is accom-
plished by comparing numerical and experimental 
results for: (i) bond stress-end displacement curves, 

(ii) crack patterns and (iii) bond strength as a func-
tion of the increasing crack width that is due to the 
corrosion of reinforcement. The results of the bond 
stress-end displacement curves of the reference 
specimens type 1 to 4 are shown in Figures 6 to 9. 

The displacement is measured as a relative value 
between the end of the bar and the concrete surface 
at the rear face of the specimen. All curves indicate 
that there is nearly no displacement of the bar end up 
to reaching bond strength. Furthermore, the bond 
stresses at peak load are far below bond strengths 
measured in RILEM pullout tests, which are around 
16 MPa (Lettow 2006). This is because the failure is 
not due to pullout but it is caused by splitting of 
concrete cover. 

By comparing the specimens without and with 
stirrups the trend to higher residual bond strengths 
with increasing displacement can be clearly seen 
(see Figs. 6-9). Furthermore, bond strengths are in-
creasing by about 1 MPa due to the stirrups contri-
bution. The numerical curves show less stiffer re-
sponse than the experimentally obtained. However, 
regarding the bond strength and the displacement at 
bond strength good agreement is obtained. 

Figure 10 shows the crack pattern of the type 1 
specimen after corrosion expansion of x = 30 µm, 
which induces a crack width of w = 0.12 mm. As in 
the experiments, only one crack develops through the 
concrete cover of a corner bar at low corrosion levels. 

Figures 11 and 12 show numerical and experi-
mental crack patterns of pre corroded type 1 speci-
mens after bar pull out. In contrast to the analysis, in 
the experiment the corrosion crack develops at the 
side face instead of at the top face. This difference is 
due to the development of the crack that depends on 
the mesh which is randomly distributed in that area. 
The failure pattern partially follows the corrosion 
crack. However, final crack pattern is of the form of 
a cone break out. By comparing pull out crack pat-
terns of different corrosion levels of one specimen 
type, nearly no differences could be found up to the 
observed crack widths of about 0.9 mm. 
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Figure 6. Comparison of experimental and numerical stress-
displacement curves of type 1 reference specimens.  
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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Figure 7. Comparison of experimental and numerical stress-
displacement curves of type 2 reference specimens.  
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Figure 8. Comparison of experimental and numerical stress-
displacement curves of type 3 reference specimens.  
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Figure 9. Comparison of experimental and numerical stress-
displacement curves of type 4 reference specimens. 

 

 
Figure 10. Crack pattern of type 1 specimen with average crack 
width of w = 0.12 mm without pullout. 

 
Figure 11. Crack pattern of type 1 specimen with an average 
crack width of w = 0.12 mm after maximum load of bar pullout. 
 

 
Figure 12. Crack pattern of experimental type 1 specimen after 
maximum load of bar pull out. 
 

By comparing numerically and experimentally 
obtained crack patterns for type 2 specimens, the in-
fluence of the stirrups becomes obvious (see Figs. 
13-14). Due to its stiffness, the stirrups causes stress 
concentrations. Therefore, the long cone break-out 
(see Figs. 11-12) changes into a shorter but wider 
one. Nearly all specimens with stirrups have this 
wide break-out cone over the whole side (see Figure 
14 on top face). In the numerical model the stirrups 
are modeled by 1D bar elements with no geometrical 
diameter in the mesh. This might be an explanation 
for the smaller front cone in numerical calculations 
(see Figure 13).  

 
Figure 13. Crack pattern of type 2 specimen with an average 
crack width of w = 0.14 mm after maximum load of bar pull out. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
by substituting Equation 1 into Equation 2 one 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



 
Figure 14. Crack pattern of experimental type 2 specimen after 
maximum load of bar pull out. 
 
 

The last point of the validation of numerical re-
sults is the comparison of the bond strength depend-
ency on increasing crack width. Figure 15 shows 
this dependency for type 1 and 2 specimens. The 
numerical results for the type 1 specimen show good 
agreement with the experimental results up to the 
crack width of about 0.2 mm. From this point the 
numerically obtained bond strengths are decreasing 
faster than the experimentally obtained. Also, the 
numerical results for the type 2 specimens decrease 
faster than the experimentally measured bond 
strength after reaching a crack width of 0.2 mm. A 
possible reason could be the relatively small con-
crete cover, which is modeled by only three ele-
ments. 

Another phenomenon which could not be found 
in the calculations is the slight increase in bond 
strength with increase of corrosion rate as experi-
mentally observed on specimens with stirrups. The 
reason might be a higher friction between the rebar 
and the stirrups. This behavior is more distinctive at 
type 2 than type 4 specimens. 

Figure 16 shows bond strength depending on 
crack width for type 3 and 4 specimens. The nu-
merical results of type 3 specimen show a very 
good agreement with the experimental results up 
to the maximum observed crack width of around 
0.9 mm. The type 4 model performs well up to 
the crack width of 0.2 mm. From this point there 
is a good agreement with only some experimental 
results. However, after the crack width of 0.2 mm 
the majority of the experimental results indicate a 
slower decreasing of bond strength than the nu-
merical results. 

The influence of stirrups is clearly visible for all 
specimen types and up to the crack width of 0.2 mm 
a very good agreement between experimental and 
numerical results can be seen. 
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Figure 15. Bond strength over average crack width at different 
corrosion levels of specimen types 1 and 2. 
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Figure 16. Bond strength over average crack width at different 
corrosion levels of specimen types 3 and 4. 

5 CONCLUSION 

The performed numerical studies for the beam end 
specimen on bond strength and failure mode show 
good agreement with experimental results. The vali-
dation of the bond-displacement relationship, the 
cracking pattern and the relationship between the 
bond strength and crack width are discussed. The 
numerically obtained bond stress-displacement 
curves turned out to be less stiffer than the experi-
mental curves. However, the comparison between 
bond stress and bar end displacement at peak load 
show good agreement. 

The numerically obtained crack patterns show 
good agreement with the experimentally obtained 
failure modes. Compared to specimens without stir-
rups, specimens with stirrups show higher residual 
bond strength and less influence of corrosion on 
bond resistance. 

By comparing numerical and experimental re-
sults, regarding the bond strength dependency on the 
crack width, good results are obtained up to crack 
widths of 0.2 mm. With increasing crack width the 
numerical obtained bond strength is decreasing 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  
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(chemically bound) water wn (Mills 1966, 
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assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
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= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k

c
vg and k

s
vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  

 

( )
1

1
10

1
10

1
1

22.0188.0
0

,
1

−
⎟
⎠

⎞
⎜
⎝

⎛
−∞

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛
−∞

−−+−

=

h
cc

g
e

h
cc

g
eGs

s
s
c

w

sc
K

αα

αα

αα

αα

 

(6)

 
 
The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 



faster than the experimental one, except for type 3 
specimens. Here a very good agreement is found up 
to maximum crack widths of about 0.9 mm. How-
ever, there are some effects studied at the experi-
ments which are not reproduced numerically. For in-
stance the slight increase of bond strength with 
increasing corrosion compared to the uncorroded 
reference specimens with stirrups. 

The predicted failure mode in all cases is concrete 
splitting or concrete cone break out. Even at higher corro-
sion levels there is nearly no end slip at peak load. 

The numerical and experimental results lead to 
the conclusion that for specimens without stirrups 
there is strong degradation of bond resistance with 
increase of crack width. On the contrary to this, 
bond strength of specimens with stirrups is much 
less sensitive to the corrosion of main reinforcement. 

Finally it can be concluded that the performed 
numerical study at a beam end specimen with the aid 
of the 3D FE code MASA showed a good agreement 
with the experimental results obtained in the frame-
work of the DFG research project “Bond behavior of 
corroded reinforcement”. 
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The proportionality coefficient D(h,T) is called 
moisture permeability and it is a nonlinear function 
of the relative humidity h and temperature T (Bažant 
& Najjar 1972). The moisture mass balance requires 
that the variation in time of the water mass per unit 
volume of concrete (water content w) be equal to the 
divergence of the moisture flux J  

 

J•∇=
∂

∂
−

t

w
                              (2) 

 
The water content w can be expressed as the sum 

of the evaporable water we (capillary water, water 
vapor, and adsorbed water) and the non-evaporable 
(chemically bound) water wn (Mills 1966, 
Pantazopoulo & Mills 1995). It is reasonable to 
assume that the evaporable water is a function of 
relative humidity, h, degree of hydration, αc, and 
degree of silica fume reaction, αs, i.e. we=we(h,αc,αs) 
= age-dependent sorption/desorption isotherm 
(Norling Mjonell 1997). Under this assumption and 
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where ∂we/∂h is the slope of the sorption/desorption 
isotherm (also called moisture capacity). The 
governing equation (Equation 3) must be completed 
by appropriate boundary and initial conditions.  

The relation between the amount of evaporable 
water and relative humidity is called ‘‘adsorption 
isotherm” if measured with increasing relativity 
humidity and ‘‘desorption isotherm” in the opposite 
case. Neglecting their difference (Xi et al. 1994), in 
the following, ‘‘sorption isotherm” will be used with 
reference to both sorption and desorption conditions. 
By the way, if the hysteresis of the moisture 
isotherm would be taken into account, two different 
relation, evaporable water vs relative humidity, must 
be used according to the sign of the variation of the 
relativity humidity. The shape of the sorption 
isotherm for HPC is influenced by many parameters, 
especially those that influence extent and rate of the 
chemical reactions and, in turn, determine pore 
structure and pore size distribution (water-to-cement 
ratio, cement chemical composition, SF content, 
curing time and method, temperature, mix additives, 
etc.). In the literature various formulations can be 
found to describe the sorption isotherm of normal 
concrete (Xi et al. 1994). However, in the present 
paper the semi-empirical expression proposed by 
Norling Mjornell (1997) is adopted because it 

explicitly accounts for the evolution of hydration 
reaction and SF content. This sorption isotherm 
reads 
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where the first term (gel isotherm) represents the 
physically bound (adsorbed) water and the second 
term (capillary isotherm) represents the capillary 
water. This expression is valid only for low content 
of SF. The coefficient G1 represents the amount of 
water per unit volume held in the gel pores at 100% 
relative humidity, and it can be expressed (Norling 
Mjornell 1997) as 
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where k
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vg are material parameters. From the 

maximum amount of water per unit volume that can 
fill all pores (both capillary pores and gel pores), one 
can calculate K1 as one obtains  
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The material parameters k

c
vg and k

s
vg and  g1 can 

be calibrated by fitting experimental data relevant to 
free (evaporable) water content in concrete at 
various ages (Di Luzio & Cusatis 2009b).  

2.2 Temperature evolution 

Note that, at early age, since the chemical reactions 
associated with cement hydration and SF reaction 
are exothermic, the temperature field is not uniform 
for non-adiabatic systems even if the environmental 
temperature is constant. Heat conduction can be 
described in concrete, at least for temperature not 
exceeding 100°C (Bažant & Kaplan 1996), by 
Fourier’s law, which reads 

 
T∇−= λq                                (7) 

 
where q is the heat flux, T is the absolute 
temperature, and λ is the heat conductivity; in this 
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